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Abstract

Bayesian optimization (BO) developed as an approach for the efficient optimiza-
tion of expensive black-box functions without gradient information. A typical
BO paper introduces a new approach and compares it to some alternatives on
simulated and possibly real examples to show its efficacy. Yet on a different exam-
ple, this new algorithm might not be as effective as the alternatives. This paper
looks at a broader family of approaches to explain the strengths and weaknesses
of algorithms in the family, with guidance on what choices might work best on
different classes of problems.

Keywords: Black-box function , expected improvement, improvement function,
Gaussian processes

1 Introduction

Expensive black-box functions arise in many scientific disciplines where computer
models are needed to model complex physical systems (Gramacy, 2020; Pourmo-
hamad and Lee, 2021). These computer models (or black-box computer codes) are
typically deployed when direct experimentation of the physical system under study
is prohibitive. For example, geological phenomena, such as earthquakes and volcanic
eruptions, are not reproducible physical experiments, and so computer models based



on seismology and volcanology are sometimes used to study these events. Typically,
the black-box functions describing the complex system under study are highly com-
plex, multi-modal, and difficult to understand, which makes optimizing these black-box
functions a challenging problem. The optimization problem becomes even more diffi-
cult when the black-box functions are computationally expensive to evaluate and no
gradient information is available. Given the computational expense of evaluating these
types of black-box functions, there is a clear need for efficient sequential optimization
algorithms that do not require many function evaluations.

In the context of optimizing expensive black-box functions, a popular solution for
this type of problem is to use Bayesian optimization (BO) (Mockus et al., 1978). BO
is an efficient sequential design strategy for optimizing expensive black-box functions,
in few steps, that does not require gradient information (Brochu et al., 2010). More
precisely, BO is well suited for solving optimization problems of the following form

x* € argmin f(z) (1)
reEX

where X C R? is a known, bounded region such that f : X — R denotes a scalar-valued
objective function. Here, we regard f(z) as the output of evaluating the objective
function at input z. Furthermore, we treat f(x) as a black-box function that only
returns function evaluations of the objective function f and does not provide any
gradient information about it, i.e., we focus on the case of derivative free optimization
(Conn et al., 2009). BO proceeds in solving (1) by iteratively developing a “cheap-to-
compute” model, or surrogate model (Gramacy, 2020), of the objective function f, and
at each step of this iterative process, using predictions from the surrogate model to
maximize an acquisition (or utility) function, a(x), that measures how promising each
location, x € X, in the input space is if it were to be the next chosen point to evaluate.

Clearly, the success of the BO algorithm is heavily tied to the efficiency of the
acquisition function for guiding the search (Schonlau et al., 1998; Taddy et al., 2009;
Srinivas et al., 2010; Snoek et al., 2012; Henning and Schuler, 2012; Hernandez-Lobato
et al., 2014, to name a few). A good acquisition function should accurately reflect our
beliefs about which is the best next input to evaluate, while also striking a balance
between exploration (global search) and exploitation (local search). With this in mind,
one of the most widely used acquisition functions in BO was developed by Jones et al.
(1998), namely the expected improvement (EI) acquisition function (Section 3.1). As
the name suggests, a new candidate input, x, is chosen such that it maximizes the
expected improvement (i.e., reduction) in the solution to the optimization problem in
(1) over other possible candidate inputs. Here, expected is synonymous with average
and so the EI acquisition function can be viewed as a point estimate of the average
improvement. A natural extension would then be to think about quantifying the uncer-
tainty (say with a confidence or credible interval, for example) for the point estimate,
yet, little work in this direction has been done (Noe and Husmeier, 2019; Marisu and
Pun, 2023). To this end, this paper proposes a new BO acquisition function that nat-
urally, and efficiently, incorporates the associated uncertainty for the point estimate
of the EI acquisition function. The development of this new acquisition function will



also lead to a general framework for constructing an acquisition function family for
dealing with uncertainty in the EI acquisition function.

We emphasize that the primary goal of this paper is to provide intuition for param-
eters in a family of acquisition functions, to better explain how different acquisition
functions work and on what types of problems each one will work best. This is not
intended to be another paper that introduces a new acquisition function and attempts
to show that it is better than existing functions. We are interested in understanding
existing and new functions. As no acquisition function is optimal on every possible
problem, it is helpful to know which acquisition function is best suited for different
types of problems.

The remainder of this article is organized as follows. In Section 2, we introduce
the two integral components for understanding the inner working of a BO algorithm.
Section 3 outlines the concept of expected improvement, how and why we might
quantify the uncertainty in our improvement, and establishes an acquisition function
family based on improvement functions. Section 4 details the strengths and weaknesses
of different algorithm settings in the acquisition function family based on simulated
examples. Lastly, Section 5 finishes with some discussion.

2 Components of Bayesian Optimization

Section 2 introduces the two main components that are essential for conducting
Bayesian optimization.

2.1 Acquisition Functions

The performance of any BO algorithm is inherently tied to its acquisition function.
An acquisition function, a, (), encodes a measure of belief of how promising an input
r is at minimizing the objective function f(z) in (1). At the n'" iteration of the BO
algorithm, the best next input x,, to evaluate is chosen such that

Zp, = argmax a,_1(x). (2)
reX

Here, the strategy in (2) is to choose the input that maximizes the acquisition function
since the maximizing the acquisition function is akin to maximizing our beliefs about
where the best next input to evaluate is for minimizing the problem in (1).
Obviously, different choices (i.e., functional forms) of acquisition function will
inherently lead to different beliefs in which is the best next input to evaluate, and
many are suggested in the literature (for example, Schonlau et al., 1998; Jones et al.,
1998; Frazier et al., 2008; Srinivas et al., 2010; Henning and Schuler, 2012; Kandasamy
et al., 2018). However, all useful acquisition functions have one feature in common
which is that they make use of an exploitation-exploration trade-off. The exploitation-
exploration trade-off says that a good acquisition function should trade-off between
searching the input space globally (exploration) and searching the input space locally
(exploitation). Too much exploration and the BO algorithm will likely not converge
to a solution for (1), and too much exploitation leads to BO algorithms that tend to



get stuck in local modes (i.e., local minima) of the input space and thus never finding
the global solution to (1).

A popular choice of acquisition function that directly enforces the exploitation-
exploration trade-off is the EI acquisition function (Jones et al., 1998). This acquisition
function provides a basis for exploration of a family of other acquisition functions, and
it also serves as a benchmark for the effectiveness of other functions. The finer details
of the EI acquisition function are discussed in Section 3.1.

2.2 Gaussian Process Surrogate Modeling

Once an acquisition function for BO has been chosen, the next step is to develop a
strategy for maximizing the acquisition function. For the optimization problem in (2),
the BO algorithm essentially embeds an optimization problem inside of an already
challenging and computationally expensive optimization problem in (1). Given these
computational challenges associated with (1), it is necessary that the optimization
problem in (2) be a much easier and faster problem to solve. With the expensive
nature of evaluating inputs x, the BO algorithm relies on developing a surrogate model
(Gramacy, 2020; Pourmohamad and Lee, 2021) that relates the inputs  to the outputs
f(x) and can be used to make predictions of the outputs, say f(z*), at untried inputs,
x*. The typical choice of surrogate model for BO has been the Gaussian process (GP)
(Santner et al., 2003). GPs are typically viewed as a highly flexible nonparametric
regression model which, when acting as a surrogate model, are much faster/cheaper to
predict untried inputs when compared to evaluating the actual objective function f.
Moreover, GP surrogate models allow for uncertainty quantification in the prediction
of the objective function at untried inputs which tends to be a critical component of
most acquisition functions.

Fundamentally, GPs are distributions over functions such that the joint distribution
at any finite set of points is a multivariate Gaussian distribution, and are defined by a
mean function and a covariance function. Let {x(i), y(i)}?zl denote the input-output
pairs of data after n input evaluations of the objective function f. The GP, Y(z),
serves as the surrogate model for the data {x(i), y(i)}?zl and its predictive equations
can be obtained as a straightforward consequence of conditioning for multivariate
normal joint distributions, that is, the predictive distribution Y (x)[{z®,y®}2_, at a
new input z follows another Gaussian process Y (z)|[{z),y"}7_ | ~ N(u(z),o?(x)).

The choice of surrogate model that we use for the remainder of this paper is the GP.

3 Quantifying the Improvement

3.1 Expected Improvement

Originally introduced by Jones et al. (1998) in the computer modeling literature,
the improvement function, I(x) = max,{0, f7,, — Y(z)}, measures the amount
of improvement of an untried input, x, over the current observed minimum value
7 = min{ f(z1), ..., f(zn)} after n runs of the computer model. Since the untried
input = has not yet been observed, both Y (z) and I(x) are unknown and can be
regarded as random variables. Here, the usual approach is to model Y (z), conditional



on the observed inputs z1, ..., z,, using a Gaussian process surrogate model. Under
this assumption, one can calculate the expectation of the improvement function, or
rather the expected improvement acquisition function, i.e.,

n

Blla) = B(I(2) = (f — () (T =00 g, (g (L= Lal))

Un(l') Un(x)

where u,(z) and o,(xz) are the mean and standard deviation of the predictive
distribution of Y (z), and ®(-) and ¢(-) are the standard normal cdf and pdf,
respectively.

Conceptually, the EI acquisition function makes a lot of sense. We should intuitively
favor trying new candidate inputs x where we expect, on average, for the improvement
to be high over other solutions to (1). Moreover, the form of the EI acquisition function
in (3) provides a combined measure of how promising a candidate input is by trading
off between local search (u(z) under fu,i,) and global search (o(z)).

3.2 Variance of the Improvement

The EI acquisition function grew organically out of the intuitive notion that candi-
date inputs should be chosen based on where we should expect, on average, for the
improvement to be high. However, when recalling the definition of EI in (3), the EI is
the expectation of the improvement function, or rather a point estimate of the ran-
dom function I(x) and so there is a quantifiable amount of uncertainty associated
with our point estimate as well. In order to understand the variability (or uncertainty)
associated with the EI acquisition function, one needs to calculate the variance of
the improvement function I(x). Fortunately, the variance of the improvement func-
tion, under the assumption of a GP surrogate model, has the following closed form
expression:

VI(z) = Var(I(z)) = 02 (z) [ ((My + 1) o (rﬁ_“"(x)> + )

on(2)

( e =t m) i < s (@)

The details of the derivation of VI(z) can be found in Schonlau et al. (1998). Interest-
ingly, most works in the BO literature have focused mainly on expected improvement
as is, with no regards to direct uncertainty quantification in the improvement func-
tion. Schonlau et al. (1998) was the first to calculate the variance of the improvement
function, but quantifying the variability in the improvement was not the main goal
of the paper, but rather a result that fell out of their methodology of calculating
the power expected improvement (PEI), i.e., E(I9(z)) for g > 0. The case of g = 2
leads to the derivation of the variance of the improvement function, VI(z), since
Vi(z) = E(1(z) — [E(I(x))]*

It was not until recently though that any BO algorithms made any attempt to
consider incorporating the variance of the improvement function into the acquisition

— (EI(x))2.




function. In particular, Noe and Husmeier (2019) and Marisu and Pun (2023) take two
different approaches to incorporating the uncertainty in the improvement function into
their respective acquisition functions. Noeé and Husmeier (2019) introduced the concept
of the scaled expected improvement (SEI) acquisition function as the following:

EI(x)
VI(z)

The acquisition function in (5) scales the expected improvement by the reciprocal of
the standard deviation of the improvement function, and by doing so, attempts to
create an acquisition function that corresponds to selecting inputs where the improve-
ment is expected to be high with high certainty. However, it should be noted that the
SEI acquisition function may lead to a BO algorithm that overly favors local search
since SEI will be maximized at or near points where the variance of the improvement
function is close to 0, which commonly occurs at or around inputs that have already
been previously evaluated (i.e., areas of high exploitation rather than exploration).
On the other hand, Marisu and Pun (2023) introduced an acquisition function (which
we refer to as VEI) as a linear combination of the expectation and variance of the
improvement function, i.e.,

SEI(z) = (5)

£

VEI(z) = EI(x) — 3

VI(x). (6)
Here, £ > 0 can be thought of as a tuning parameter that controls the amount of
uncertainty in which to penalize the expected improvement by as well rates of con-
vergence of the BO algorithm (similar to the tuning parameter found in the upper
confidence bound acquisition function of Srinivas et al. (2010)). Likewise, the choice of
& may change during the course of running the BO algorithm and may as, say, a func-
tion of the total number of inputs evaluated. However, based upon empirical evidence,
Marisu and Pun (2023) recommend setting £ = 1 given their experience working with
the VEI acquisition function. Note that there is no theoretical guarantee that VEI has
to be greater than 0. In fact, it is easy to see that when (£/2)VI(z) > EI(z) for all =,
that VEI will either be a negative number, or VEI will be 0 at inputs that have already
been evaluated. However, under the very real scenario that (£/2)VI(x) > El(x) for
all x, this is problematic since maximizing the VEI acquisition function under this
scenario will lead to choosing inputs that are close in proximity to previously eval-
uated inputs which can lead to a local search algorithm that will likely get stuck in
local minima of the objective function. With these problems in mind, the next section
introduces a new acquisition function intended to address these issues.

3.3 Accounting for Uncertainty

Although No¢ and Husmeier (2019) and Marisu and Pun (2023) describe separately
different ways to account for the uncertainty in the improvement function when using
expected improvement, as previously discussed, there are some clear deficiencies in
both their SEI and VEI acquisition functions. More specifically, there are cases where



SEI and VEI break down due to small or large variances in the improvement function,
respectively. In order to overcome some of these issues, we propose a new acquisition
function which accounts for the uncertainty in the expected improvement without
encountering these local search issues. Here we define an acquisition function based
on uncertainty in the expected improvement (referred to as UEI) as follows:

UEI(z) = El(z) + v/ VI(x), (7)

where v > 0. Given that we desire uncertainty quantification around the expected
improvement, the form of the UEI acquisition in (7) feels like a natural choice given
that it resembles what would be a credible (or confidence) interval for the point esti-
mate of the expected improvement. That is to say, for appropriate choices of v, the UEI
acquisition function can be viewed as maximizing the upper quantiles of a (1 — a)%
credible (or confidence) interval, a € (0, 1), for the EI.

The individual components of the UEI acquisition function may not look drasti-
cally different than that of the SEI and VEI acquisition functions, however, the UEI
acquisition function incorporates the variance in the improvement function in a very
different manner. Both the SEI and VEI acquisition functions penalize the EI for
having high variability in the improvement function, which sounds natural if we are
interested in choosing new inputs based on high EI and high certainty in the EI. How-
ever, this penalization ultimately leads to BO algorithms which may display a higher
degree of local, rather than global, search when optimizing the objective function.
On the other hand, the UEI acquisition function favors rewarding variability in the
improvement function which is beneficial for two reasons. First, since v/VI(z) > 0
for all x, the UEI acquisition will always be a non-negative value and so it will not suf-
fer from the same local search issues that plague VEI. Likewise, when the variability
in the improvement function is large, UEI will tend to favor global search, however,
as the variability in the improvement goes to 0, the UEI will also not suffer from the
local search issues encountered by SEI since the UEI acquisition function will con-
verge to the original EI acquisition function in (3) as VI(z) goes to 0. Secondly, the
form of the UEI acquisition function suggests treating the search for the best next
input to evaluate less pessimistically that SEI and VEI. By this we mean that the UEI
acquisition function suggests picking the best next input as the one that will give the
highest potential expected improvement as measured by the upper credible interval
of the EI, as opposed to focusing in on areas of high expected improvement with high
certainty. The reward for embracing uncertainty in this way is that UEI will function
as an acquisition function that can still efficiently balance the exploration-exploitation
trade-off.

As shown in Noe and Husmeier (2019) and Marisu and Pun (2023), the SEI and
VEI acquisition functions are not without their merits. In fact, we believe that there
does not exist a single best acquisition function for every scenario, but that the SEI
and VEI acquisition functions perform better under certain scenarios. With this in
mind, we envision that there is a general acquisition function family that encapsulates
the class of expected improvement based acquisition functions, and that the general



form for the family of acquisition functions may provide insights into when one EI-
based acquisition function is preferable to another. And so, we define an acquisition
function family using the following acquisition function:

E(I"(z))

a(z) = War([@)F plVar(I(x))] (®)

with 8 € R, and u,v,w > 0. The acquisition function in (8) incorporates components
of both the expectation and variance of the improvement function, while the param-
eters u,v, and w govern how much of each component to use, and if the acquisition
function should be a linear combination or scaling of the uncertainty in the improve-
ment function, or both. It is obvious to see that for certain choices of u, v, w, and 3,
the acquisition function in (8) will recover the EI, PEI, SEI, VEI, and UEI acquisition
functions exactly (Table 1). For PEIL, any positive w could be used, and w = 2 is the
most commonly used value, so we use that for the rest of this paper.

Source Acquisition Function u v w B
Jones et al. (1998) EI 0 - 1 0
Schonlau et al. (1998) PEI 0 - 2 0
Noe and Husmeier (2019) SEI 1/2 - 1 0
Marisu and Pun (2023) VEI 0 1 1 <0
- UEI 0 1/2 1 >0

Table 1 The parameter settings of u, v, w and 8 for recovering the different
acquisition functions from the general form for the acquisition function family.

We discuss the roles that each value u, v, w, and 8 play in the general form for
the acquisition function family in the next section.

4 Illustrative Examples

To demonstrate the performance, strengths, and weaknesses of the different acquisition
functions, we solve several well-known optimization problems in Section 4.1 using the
EI, PEI, SEI, VEI, and UEI acquisition functions, and compare and contrast their
respective results. Section 4.2 explores the values of the parameters in the functional
family. For VEI, 5 is a free parameter, and we focus primarily on the recommended
value of 8 = —1/2. For UEI, we have tried a variety of values and found that 8 = 2
generally works well.

4.1 Optimization Test Problems

Given the popularity of the EI acquisition function, its performance on optimization
test functions is well-known, yet the effect on this performance given the addition
of quantifying the uncertainty in the improvement function through its variance is
much less known. In this section, we seek to minimize six different optimization test
functions taken from the optimization community (Surjanovic and Bingham, 2023)
via the five different acquisition functions. Our choice of optimization test functions



were based on choosing optimization problems that contained objective functions with
either many local minima, solutions that lied along the boundary of the input space,
valley shapes, steep ridges or drops, or any combination of these qualities, in order
to induce different levels of difficulty for each of the acquisition functions. Further
characteristics of the optimization test functions can be found in Table 2, and the
exact form of the equations for the test functions can be found in A.

Test Function Abbreviation =~ Number of Number of Global Solution
Dimensions  Local Minima fx)

Gramacy and Lee GRL 1 10 -0.869
Rosenbrock ROS 2 1 0
Modified Townsend MOT 2 6 -2.969
Ackley ACY 2 25 0
Rastrigin RAS 2 25 0
Hartman HTN 6 6 -3.322

Table 2 The different optimization test functions used to evaluate the performance of
the different acquisition functions.

For a given acquisition function, we solve each test problem by starting with an
initial random sample of 10 inputs from a Latin hypercube design (McKay et al.,
1979) over the input space, and then sequentially chose 490 more inputs based on
our BO strategy. For each of the acquisition functions, we conduct 100 repetitions
of a Monte Carlo experiment in order to quantify robustness and distribution of the
solutions, as well as to understand under which scenarios a given acquisition function
may (or may not) have difficulties or shortcomings in finding the global solution to
the optimization problem. Table 3 and Figure 1 capture the results of these different
Monte Carlo experiments.

In general, for all six of the test functions, it appears that each acquisition func-
tion converges to the global solution of the optimization problem at least once (see
the best final solution column of Table 3), although some acquisition functions tended
to find the global solution more reliably than others. Interestingly, the UEI acquisi-
tion function tended to do the best in all of the different performance categories of
Table 3), i.e., it had the best average final solution (3 out of 6 times), the smallest
standard deviation of the final solution (3 out of 6 times), the best final solution (5
out of 6 times), and the smallest worst final solution (3 out of 6 times), over all of the
different test functions. Furthermore, even when not the best acquisition function for
a given test function, the UEI acquisition function tended to be as competitive as all
of the other acquisition functions. These empirical results are indicative of the benefit
of incorporating the variance of the improvement function into the acquisition func-
tion, but they also highlight the importance of incorporating that extra information
efficiently into the acquisition function. The pitfalls of incorporating the variance of
the improvement function into the acquisition as the SEI and VEI acquisition func-
tions do was discussed in Section 3.2, and these issues readily manifest themselves
in 4 of the 6 optimization test functions (the GRL, ROS, MOT, and RAS test func-
tions). Investigating the shapes of the objective function surfaces (see A), there does
not appear to be a single distinguishing quality that leads to this poor performance,
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Fig. 1 The results of running 100 Monte Carlo repetitions, with random starting inputs, for the
different test and acquisition functions. The plots show the average best objective function values
found over 300 black-box iterations.
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Test Acquisiton  Average Final SD of Final Best Final = Worst Final

Function Function Solution Solution Solution Solution
EI -0.867 0.021 -0.869 -0.663
PEI -0.862 0.051 -0.869 -0.489
GRL SEI -0.666 0.189 -0.869 -0.232
VEI -0.858 0.056 -0.869 -0.527
UEI -0.860 0.055 -0.869 -0.402
EI 0.002 0.005 2e-08 0.028
PEI 0.002 0.006 1e-08 0.039
ROS SEI 0.103 0.136 8e-08 0.654
VEI 0.125 0.326 le-06 2.83
UEI 0.001 0.002 le-10 0.009
EI -2.871 0.279 -2.969 -1.660
PEI -2.927 0.162 -2.969 -1.659
MOT SEI -2.080 0.574 -2.969 -1.639
VEI -2.822 0.339 -2.969 -1.640
UEI -2.969 3e-06 -2.969 -2.969
EI 0.009 0.010 6e-05 0.044
PEI 0.008 0.010 8e-05 0.041
ACY SEI 0.009 0.010 6e-05 0.044
VEI 0.012 0.011 0.000 0.054
UEI 0.008 0.010 4e-06 0.039
EI 0.094 0.488 le-12 4.000
PEI 0.040 0.398 le-10 3.981
RAS SEI 2.103 1.481 2e-07 4.995
VEI 1.602 1.149 Te-07 4.995
UEI 0.057 0.431 3e-12 4.000
EI -3.280 0.059 -3.322 -3.137
PEI -3.279 0.058 -3.322 -3.193
HTN SEI -3.281 0.057 -3.322 -3.196
VEI -3.279 0.058 -3.322 -3.201
UEI -3.279 0.058 -3.322 -3.201

Table 3 The average, standard deviation (SD), best, and worst solutions found at
the end of the 100 Monte Carlo experiments by each acquisition function on each
optimization test function. Bolded values signify the best outcome in a given category
for each test function.

but rather, that the penalization for the variance in the improvement function leads
the SEI and VEI acquisition functions to insufficiently explore the input space. For
example, if we investigate the individual Monte Carlo solutions associated with the
MOT optimization function for the SEI, VEI, and UEI acquisition functions (Figure
2), we see that the SEI and VEI acquisition functions tended to have several runs that
get stuck exploring around a local minima of the surface, while this does not tend to
occur to the UEI acquisition function. The ROS function is unimodal but with a very
shallow slope in a narrow valley around the minimum, and so being too focused on a
local search can lead to slow movement within the valley and worse results for a fixed
number of iterations.

On the other hand, there are clearly instances of when the the SEI and VEI acquisi-
tion functions do bring added value to the BO algorithm. For example, from Figure 1,
we see that for the ACY and RAS optimization test functions, the VEI and SEI acqui-
sition functions were much quicker at minimizing the objective function with fewer
runs than the other acquisition functions. Furthermore, the totality of the results in
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Fig. 2 A view of the performance of the SEI, VEI, and UEI acquisition functions for the 100 the
Monte Carlo experiments associated with the MOT test function. Here, each grey line represents
the best value found over the search by the BO algorithm during a single run of the Monte Carlo
experiment while the black line represents the average of the grey lines.

Table 3 and Figure 1 seem to indicate that there that are potential strengths to try to
borrow across all of the acquisition functions, further suggesting that a general family
of acquisition functions is likely appropriate.

4.2 Acquisition Function Family Performance

In this section, we tested the performance of BO using acquisition functions with
different parameter values. The functions involved in the test include ROS, MOT, and
RAS, with 1, 6, and 25 local minima, respectively. We use these functions to explore
the behavior of various parameter values under different difficulties of problems. For
the selection of parameter sets, we try to keep some parameters fixed while varying
others, because the parameters w, u, and v all effect the influence of VI(x) on the
acquisition function. There are three groups of parameters involved in the test. The
first group is to test only w. Here, u and § are fixed to 0 (noting that the value of v
does not affect the setting in this case), and w is set to 0, 1, 2, and 3 respectively. The
second group of parameters tests how the value of 8 and v influence the performance
of UEI Here, w and u are set to 0 and 1, respectively, and the values of § and v take
values from the Cartesian product {—0.5,0,2} x {0,0.5,1}. The last group of tests
simultaneously adjusts u and v, with w and  fixed to 1 and 2. The values of v and v
take values from the Cartesian product {0,0.5,1} x {0,0.5,1}. Notice that each set of
test parameters contains EI as a reference baseline.

For the first set of parameters, only the value of w is varied. The results of this
part are shown in the first row of Figure 3. When w = 1, it becomes the classic EI,
which can be used as a reference; when w = 0, the acquisition function becomes the
probability of improvement (PI) (Kushner, 1964), and the algorithm will look for the
position with a positive number in the surrogate function in each iteration, regardless
of the size of the improvement. It can be seen that PI drops faster at the beginning in
the ROS and RAS test functions, but does not converge in all the tests. When w = 2,
it becomes the classic PEL; since E(I%(z)) = EI(z)? + VI(x), PEI favors locations with
higher VI(z). In the ROS and RAS function tests, it can be seen that PEI drops more
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Fig. 3 Performance of the BO algorithm under different parameter settings of the acquisition func-

tion family.

slowly than EI at the beginning, but is more likely to find the global minima at the
end. In the MOT function test, PEI dominates EI after multiple iterations. In other
words, PEI more easily finds the global minimum than EI, and does not get stuck in
local minima as much. When w = 3, it can be seen in the ROS function that it drops
more slowly than PEI, but finally finds the global minimum. Interestingly, in the MOT
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function test, the value of the lowest point does not go down like PEI. Instead, it
gets stuck somewhere after about 50 iterations. That is to say, the algorithm will not
guarantee that it will converge just because the value of w is increased, and too much
weight on VI will weaken the ability of the algorithm. See Schonlau et al. (1998) for
more discussion of the form of E(I*).

The second set of parameters explores how 8 and v influence the performance of
VEI and UEIL The results are shown in the second row of Figure 3. We let 5 and v
take values from the Cartesian product of {—0.5,0,2} x {0,0.5,1}, and the acquisition
function is equivalent to the classic EI when 8 = 0 or v = 1. Thus the tested parameter
sets are effectively {0,0}, {—0.5,0.5}, {—0.5,1}, {2,0.5} and {2,1}. The algorithm
is VEI when § = —0.5. VEI will penalize the location with higher variance. In the
simple function ROS test, the algorithm will approach the lowest point faster than EI
when v = 0.5, but facing the more complex MOT and RAS functions, VEI quickly
becomes stuck at a local minima; it is worth noting that when v = 1, the algorithm
is less likely to get stuck at the local minima, because after some iterations, there
are more and more points used to generate the surrogate process, resulting in smaller
and smaller VI(z). When 0 < VI(x) < 1, we have that VI(x) < VI(X)1/2 resulting in
a reduction in the penalty of VI(z) for the acquisition function, which decreases the
tendency of the algorithm to become stuck in local minima. The acquisition function
is UEI when 8 = 2. It can be seen from the unimodal ROS function that for either
v = 0.5 or v = 1, UEI converges slower than the alternatives, as it puts more emphasis
on global search than these comparators. However, when facing the more complex
MOT and RAS functions, UEI is more capable of finding global minima. Interestingly
when v = 0.5, the performance in the MOT function test is significantly better than
any other parameter choices and is the only one that converges every time. Compared
with v = 1, the performance of v = 0.5 is better mainly because the reward for VI(x)
is greater in the long run as VI(z) decreases below 1.

The last comparison fixes w = 1 and § = 2 and explores the influence of adjusting
u and v. When v = 0 and v = 0.5 we again obtain UEI. Meanwhile, when u = 0.5
and v = 0, the acquisition function is reduced to SEI. When both u and v are 0,
the acquisition function returns to the classic EI. In these examples, SEI (v = 0 and
u = 0.5) displays similar behavior as VEI, converging the fastest for the simple ROS
function, but quickly becoming stuck in local minima when for the more complex
MOT and RAS functions. It is worth noting that u = 1 makes SEI converge even
slower, because the VI(x) > 1 in the beginning, making the acquisition function quite
risk averse. At each iteration, the algorithm will prefer points that are very close to
the known points because of the VI(z) penalty, making searches extremely localized.
When u # 0, all parameter sets perform poorly on the complex function tests. u # 0
penalizes risk, while v # 0 rewards risk, and when they are both non-zero, the dynamic
can be complicated and less effective.

Overall we see the best performance when u = 0, especially when paired with
v = 0.5, which results in the UEI acquisition function when § = 2. Most of the
acquisition functions in this family succeed in finding the global minimum for simple
functions such as ROS. Acquisition functions that penalize VI(x), such as VEI and
SEI, usually require fewer iterations to converge on simpler functions. For objective
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functions that contain multiple local minima, the acquisition functions that reward
VI(x) are more likely to find the global minimum.

5 Discussion

This paper considers a range of acquisition functions as part of a larger family, in
order to explore the behavior of functions in the family as parameter values shift.
This family includes the existing acquisition functions EI, PEI, SEI, and VEI, and it
also includes a newly proposed UEIL. A simulation study illustrates the effect of tuning
different parameters for this family.

The simulation results show that penalization of the variance results in faster con-
vergence to local minima, while rewarding variance improves global search, resulting
in improved convergence to the global minimum on complex multimodal objective
functions. Thus, the best choice of acquisition function will depend on the particu-
lar objective function. If some information about the objective function is available,
analyses such as the one in this paper can be used to guide a more effective choice of
acquisition function.
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Appendix A Test Functions for Optimization

Further descriptions and implementations of the test functions in this section can be
found in Surjanovic and Bingham (2023). Here we list the functional forms of the six
test functions we examined in this paper, along with their respective input domains,
and plots when applicable. Recall that the objective here is to minimize f(x) subject
to its input domain .

Gramacy and Lee Function

sin(107x)

f(x) = oy T (z—1)* (A1)

x € ]0.5,2.5]
Rosenbrock Function

f(z) =100(zo — 22)? + (x; — 1)? (A2)
xr1,To € [—2,2]

Modified Townsend Function

f(x) = —[cos((x1 — .1)w2)]? — 21 sin(3x; + 22) (A3)
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Fig. A1 The Gramacy and Lee optimization test function.

T1,To € [—2, 2]

Ackley Function

f(z) = —20exp | —0.2

xr1,T2 € [—2, 2]

Rastrigin Function

2

Hartman Function

4 6
f(.’E) = — ZO[Z' exp <— ZA”(.’E] — Pij)2> s
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Fig. A2 The objective function surface for the Rosenbrock test function (left) and its associated
contour plot (right).
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Fig. A3 The objective function surface for the Modified Townsend test function (left) and its asso-
ciated contour plot (right).

where o = (1,1.2,3,3.2)7,

10 3 17 3517 8
0.056 10 17 0.1 8 14
3 35 17 10 17 8 |~ (AT)
17 8 0.05 10 0.1 14

A:
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Ackley

Ackley

x1

Fig. A4 The objective function surface for the Ackley test function (left) and its associated contour
plot (right).

Rastrigin

Rastrigin

(2x“ 1)}

Fig. A5 The objective function surface for the Rastrigin test function (left) and its associated
contour plot (right).

and

1312 1696 5569 124 8283 5886

2329 4135 8307 3736 1004 9991 (A8)
2348 1451 3522 2883 3047 6650 |’

4047 8828 8732 5743 1091 381

P=10"*

where x; € (0,1) for all i =1, ..., 6.
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