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Abstract

This article proposes a novel Bayesian classification framework for networks with
labeled nodes. While literature on statistical modeling of network data typically in-
volves analysis of a single network, the recent emergence of complex datasets in several
biological applications, including brain imaging studies, presents a pressing need to
devise a network classifier for every individual. This article considers one such applica-
tion from a brain connectome study, where the overarching goal is to classify subjects
into two separate groups based on their brain network data, along with identifying
influential regions of interest (ROIs) (referred to as nodes). Existing approaches either
treat all edge weights as a long vector or summarize the network information with a
few summary measures. Both these approaches ignore the full network structure, may
lead to less desirable inference in small samples and are not designed to identify signif-
icant network nodes. We propose a novel binary logistic regression framework with the
network as the predictor and a binary response, the network predictor coefficient being
modeled using an additive structure having a low-rank and a sparse component. The
framework is able to accurately detect both nodes and edges in the network influenc-
ing the classification. Our framework is implemented using an efficient Markov Chain
Monte Carlo algorithm. Theoretically, we show asymptotically optimal classification
for the proposed framework when the number of network edges grows faster than the
sample size. The framework is empirically validated by extensive simulation studies
and analysis of a brain connectome data.

Keywords: Brain connectome; Edge selection; High dimensional binary regression; Low-rank
prior; Node selection; Network predictor; Posterior consistency.

1 Introduction

Of late, the statistical literature has paid heavy attention to the unsupervised analysis of
a single network, thought to be generated from a variety of classic models, including ran-
dom graph models (Erdos and Rényi, 1960), exponential random graph models (Frank and
Strauss, 1986), social space models (Hoff et al., 2002; Hoff, 2005; Hoff, 2009) and stochastic



block models (Nowicki and Snijders, 2001). These models have found prominence in social
networking applications where the nodes of the network are exchangeable. However, there
are pertinent biological and physiological applications in which network nodes are labeled
and a network is available corresponding to every individual. Section 6 presents one such
example from a brain connectome study, where brain networks are available for multiple
individuals who are classified as subjects with high or low intelligence quotients (IQ). In
this study, the human brain has been divided according to the Desikan atlas (Desikan et al.,
2006) that identifies 34 cortical regions of interest (ROIs) both in the left and right hemi-
spheres of the human brain, implying 68 cortical ROIs in all. A brain network for each
subject is represented by a symmetric adjacency matrix whose rows and columns are [abeled
corresponding to different ROIs (shared among networks corresponding to all individuals)
and entries correspond to estimates of the number of fibers connecting pairs of brain regions.
The scientific goal in this setting pertains to developing a predictive rule for classifying a
newly observed brain network with labeled nodes. Additionally, it is of specific interest for
neuroscientists to identify influential brain regions (nodes in the brain network).

Earlier literature on network or graph classification has been substantially motivated by
the problem of classification of chemical compounds (Srinivasan et al., 1996; Helma et al.,
2001), where a graph represents a compound’s molecular structure. In such analyses, certain
discriminative patterns in a graph are identified and used as features for training a standard
classification method (Deshpande et al., 2005; Fei and Huan, 2010). Another type of method
is based on graph kernels (Vishwanathan et al., 2010), which defines a similarity measure be-
tween two networks. Both these approaches are computationally feasible for small networks,
do not account for uncertainty and do not facilitate influential network node identification.
When the number of network nodes is moderately large, a common approach to network
classification is to use a few summary measures (average degree, clustering coefficient, or
average path length) from the network in the context of a flexible classification approach
(see, for e.g., Bullmore and Sporns, 2009 and references therein). Clearly, the success of
this approach is highly dependent upon selecting the right summaries to include. Further-
more, global summary statistics collapse all local network information, which can affect the
accuracy of classification, not allowing identification of local differences. Furthermore, iden-
tification of the impact of specific nodes on the response, which is of clear interest in our
setting, is not feasible. An alternative approach proceeds to vectorize the network predictor
and treat edge weights together as a long vector followed by developing a high dimensional
regression model with this long vector of edge weights as predictors (Richiardi et al., 2011;
Craddock et al., 2009; Zhang et al., 2012). This approach can take advantage of the recent
developments in high dimensional binary regression, consisting of both penalized optimiza-
tion (Tibshirani, 1996) and Bayesian shrinkage (Park and Casella, 2008; Carvalho et al.,
2010; Armagan et al., 2013) perspectives. However, this treats the links of the network as
exchangeable, ignoring the fact that coefficients involving common nodes can be expected to
be correlated a priori. Ignoring this correlation may lead to unsatisfactory predictive perfor-
mance and can potentially impact model selection. In a related work, Vogelstein et al., 2013
propose to look for a minimal set of nodes which best explains the difference between two



groups of networks, which requires solving a combinatorial problem. Durante and Dunson,
2017 propose a high dimensional Bayesian tensor factorization model for a population of
networks that allows to test for local edge differences between groups. Their approach tends
to focus mainly on classification and is not designed to detect important nodes impacting
the response.

Our goal in this paper is to develop a high-dimensional Bayesian network classifier that
not only uses all the individual edge weights, but also respects the network structure of the
data and infers on influential nodes impacting classification. To achieve this goal, we for-
mulate a high dimensional logistic network model with the network as the predictor on the
binary response corresponding to each individual. The network predictor coefficient is pro-
posed to assume an additive low-rank and sparse structure. While the low-rank component
of the predictor coefficient is designed to mainly capture the impact of interactions between
different nodes on the regression function, the sparse component accounts for the additional
effects due to the edges connecting the nodes. Low-rank modeling of predictor coefficient
matrices has been observed in the tensor regression modeling literature (Zhou et al., 2013;
Guhaniyogi et al., 2017), though modeling predictor coefficient matrices using low-rank plus
sparse decomposition is less common. A few articles have emphasized the advantage of
modeling coefficient matrices using a low-rank plus sparse structure in the context of unsu-
pervised analysis of matrix valued data in the frequentist literature. For example, low-rank
plus sparse decomposition of Hankel matrices representing the input-output structure of a
linear time invariant system (LTI) has appeared in the literature (Fazel et al., 2003; Chan-
drasekaran et al., 2011). Our proposal involves node specific latent variables in the low-rank
component which are assigned a discrete mixture prior distribution to facilitate important
node identification. On the other hand, Bayesian shrinkage priors are assigned on the ele-
ments of the second component to ensure a “near sparse” structure a posteriori. We coin the
prior on both components together as the network shrinkage prior. The proposed framework
respects the network structure of the predictor, leads to accurate classification and allows
us to identify nodes that have influence on the response. Theoretical results guaranteeing
asymptotically optimal prediction by the proposed approach have also been demonstrated.

Recently, Relion et al., 2017 have proposed a penalized optimization scheme that enables
classification of networks, in addition to identifying important nodes. Although this model
seems to perform well for the classification problem, uncertainty quantification is difficult
because standard bootstrap methods are not consistent for Lasso-type methods (e.g., see
Kyung et al., 2010 and Chatterjee and Lahiri, 2010). Modifications of the bootstrap that
produce well-calibrated confidence intervals in the context of standard Lasso regression have
been proposed (e.g., see Chatterjee and Lahiri, 2011), but it is not clear whether they
extend to the more complex penalties introduced in Relién et al., 2017. Recently Guha
and Rodriguez, 2018 have proposed a Bayesian network regression framework for a network
predictor and a continuous response. In contrast, our framework is designed for the network
classification problem. Additionally, we offer novel theoretical developments ensuring optimal
classification which is not provided in Guha and Rodriguez, 2018.

Section 2 develops the model and the prior distributions. Section 3 discusses theoretical



developments justifying the asymptotically desirable prediction from the proposed model.
Section 4 details posterior computation. Results from various simulation experiments and a
brain connectome data analysis have been presented in Sections 5 and 6 respectively. Finally,
Section 7 concludes the paper with a brief discussion of the proposed methodology and a
discussion of possible future work.

2 Model Formulation

2.1 Notations

Let M, represent the weighted undirected network predictor with an associated binary
response y; € {0,1}, for ¢ = 1,...,n. The number of samples in the study is denoted by n.
The weights corresponding to the edges belong to R and all graphs share the same labels on
their nodes. For example, in the brain connectome application discussed subsequently, M
encodes the network connections between different regions of the brain for the ith individual
and y; is an indicator signifying if the 1.QQ. level of ith individual has been been found to be
‘high’ or ‘low’. Let the network corresponding to any individual consist of V' nodes. Thus
M; is a V x V symmetric matrix, with the (k,[)th entry of M; denoted by m,u; € R and
My = Mgk, k > 1. Our network specification allows no self relationships between nodes, i.e.
mi ) = 0 for all k = 1,...,; V. The brain connectome application considered here naturally
justifies these assumptions. Although we present our model specific to these settings, it will
be evident that the proposed model can be easily extended to directed networks with self-
relations. Throughout this article, we denote the Frobenius inner product between two V xV
matrices A and B by (A, B)r = Trace(B'A). Frobenius inner product is the natural inner
product on the space of matrices and is a generalization of the dot product from vector to
matrix spaces. Frobenius norm of a matrix A is defined as || A||r = y/(A, A)p. Additionally,

for any vector @ = (ay,...,a,)’, define the L, Ly and L, norms by |lall; = > |al,
llalls = /> 1 af and ||al|e = mlax\al] respectively. || - ||o denotes the Ly-norm, i.e. the
number of non-zero entries for vectors. The || - ||1, || - ||2 and || - ||oc norms of a matrix are

defined analogously.

2.2 Bayesian Network Classification Model

In the context of network classification, we propose the high dimensional logistic regression
model of the binary response y; on the undirected network predictor M; as

exp(¥;)
1 + exp(¢)

where I' is a V' x V' symmetric network coefficient matrix whose (k,[)th element is given by
2Yk1, with yg, =0, for all k =1,..., V.
Model (1) can be expressed in the form of a generalized linear model. To be more

y; ~ Bernoulli { } , Yy =p+ (M;,T)p, (1)



specific, (M;,T)p = > Mypyye, so that ¥; = p+ > mypyym and the probability
1<k<I<V 1<k<I<V
mass function of y; can be written as

exp(¥i)”
Pl =13 exp(¥i)

Equation (2) connects the binary network regression model with the high dimensional binary
regression framework, with mj’s as predictors and ~y,’s as the corresponding coefficients.
To be more precise, if &; = (Mipg, .., miv—1yv)) € RV =D/2 ig the collection of all up-
per triangular elements of M, and v = (2V12, ..., 2yv_1yv) € RVV=D/2 is the vector of
corresponding upper triangular elements of I', then (1) can be written as

(2)

exp(u + oY) 3)

yi ~ Bernoulli [fy ()], fy(x:) = (1 +exp(p + xjy))’

A few remarks are in order. Although the binary network regression model is proposed
for the logit link, it assumes natural extension for any other link function. While ordinary
linear regression indexes predictor coefficients by the natural numbers A, Model (2) indexes
the predictor coefficients by their positions in the matrix I" to encode the information of the
edges as well as the nodes connecting the edges. As mentioned earlier, we are interested
in identifying nodes and edges which contribute to the regression. Additionally, our goal
remains estimating the coefficients ~,; and subsequently making accurate classifications.
The next section describes a low-rank and sparse shrinkage prior on network coefficients to
achieve these goals.

2.3 Additive low rank and sparse shrinkage prior on network pre-
dictor coefficients

Ordinary regression with high dimensional vector predictors has recently been of interest in
Bayesian statistics. An overwhelming literature in the last decade has focused on shrinkage
priors which shrink coefficients corresponding to unimportant variables close to zero while
minimizing the shrinkage of coefficients corresponding to influential variables (for e.g., see
Park and Casella, 2008, Armagan et al., 2013, Carvalho et al., 2010). Many of these shrinkage
prior distributions can be expressed as a scale mixture of normal distributions, commonly
referred to as global-local (GL) scale miztures (Polson and Scott, 2010), that enable fast
computation employing simple conjugate Gibbs sampling. More precisely, in the context of
model (3), a global-local scale mixture prior would take the form

Yit|drt, 02 ~ N(0,0%¢w1), 0° ~ Hi(), b~ Ha(-), (4)

where o2 is the global scale parameter and ¢y;’s are the predictor specific scale parameters
controlling the shrinkage of vx;’s. The Bayesian Lasso shrinkage prior emerges by considering
Hy(0?) = 61(0?) (61(+) is the Dirac-delta function at 1) and Hs(¢y) as a double exponential



density. On the other hand, for the popular horseshoe shrinkage prior H(-), Hs(-) is defined
in a way such that ¢ ~ C*(0,1) and ¢ ~ C7(0,1). Unlike the discrete mixture prior
distributions (George and McCulloch, 1993), the shrinkage prior on 4 assigns zero probability
at the point zero, thus the exact number of nonzero elements of v is always ¢ = V(V —1) /2.

A direct application of this global-local (GL) prior on coefficients « in (3) misses out on
important restrictions on 7 imposed by the network structure in M;. To elucidate further,
note that if node k£ contributes minimally to the response, one would expect to have smaller
estimates for most coefficients vy, [ > k and vy, I’ < k corresponding to edges connected
to node k. The ordinary GL shrinkage prior distribution given above does not necessarily
conform to such an important restriction.

To capture the interaction between nodes in modeling a network, Hoff, 2005 employs
the low-rank bilinear model with node specific latent variables. Low rank approximation
of matrices is a popular technique of dimension reduction in many areas of science and
engineering (Fazel et al., 2003), including matrix completion problems, principal component
analysis and factor analysis. As an extension to low-rank approximations, decomposing a
given matrix into sparse and low-rank components has gained considerable interest, with
applications in video surveillance (Candes et al., 2011), neuroimaging and recommender
systems. Finding the best low-rank plus sparse representation of an observed matrix via
rank constrained optimization is computationally expensive due to the nonconvex nature of
the problem. It has been noted that the low-rank approximation may be too restrictive and
not robust, and a low-rank plus sparse framework (Fan et al., 2013; Luo, 2011) is more stable
and yields more accurate inference.

Motivated by the literature on low-rank and sparse decomposition of unsupervised anal-
ysis of matrices, we propose an additive “low-rank and sparse” framework I' = I'y + I'y for
the network predictor coefficient matrix. Our proposal assigns a “low-rank” and a “sparse”
structure for I'; and I'y, respectively. To elaborate further, let uy, ..., uy € R¥ be a collection
of R-dimensional latent variables, one for each node, such that u; corresponds to node k.
Define U = [u; : - - : uy] as the matrix of node specific latent variables and T'y = UAU’,
where A is an R x R diagonal matrix with the rth diagonal entry A, € {0,1} signifying
the effect of the rth dimension of the latent variables on I';. We might imagine that the
interaction between the kth and [th nodes has a positive, negative or neutral impact on the
response depending on whether w; and wu; are in the same direction, opposite direction or
orthogonal to each other, respectively. In other words, whether the angle between u; and
u; is acute, obtuse or right, i.e. ujAw; > 0, ujAu; < 0 or w,Au; = 0, respectively.

Let T'y = ((72,11)){ =1 To impose a sparse structure on Iy, one possible option is to
assign a discrete mixture prior distribution on 72 y. These priors have the advantage of
inducing exact sparsity on a subset of parameters, but may face computational challenges
when the number of predictors becomes moderately large. Instead, we propose to assign the
Bayesian Lasso shrinkage prior of the form (4) to each vs 4, with an additional symmetry
restriction v2 4 = 72,4,. Hence, conditional on the global and local scale parameters, the ;s



are independent and are represented by the sum of two components:
Voo = wpAw + Yo pr, k<1 (5)

Note that low-rank only modeling of I' may be a bit restrictive, and an additional sparse
structure provides extra flexibility in estimating more general I' coefficient. In fact, in the
context of brain connectome applications, the low-rank component w; Aw; mainly captures
the impact of the (k,[)th edge (also referred to as the (k,[)th edge effect) on the regression
function due to the interaction between the kth and the [th nodes. The impact of the (k,1)th
edge after accounting for the node effects is captured by 7, x. The node £ is considered
“inactive” in explaining the response if u; = 0, while an edge between the kth and the [th
node is “inactive” if either the kth or the /th node is inactive as well as the additional edge
effect 724 = 0. We assume that the “edge effects” are mainly caused by the interactions
between nodes, and hence most of the v, x’s are zero. For computational ease, Bayesian
Lasso shrinkage priors are assigned on s 4’s (see (4)) so that the posterior distribution of
unimportant 7, j;’s are centered around zero with small variability but never exactly coincide
with zero.

In order to directly make inference on which nodes are “active”, we assign the spike-
and-slab (Ishwaran and Rao, 2005) mixture distribution prior on the latent factor uy as
below

ukw{ N(g,Q)» 1f fkil ’ kaBGT(A), QNIW(S,V), ANU(Ovl) (6>
0 if & =20

where dg is the Dirac-delta function at 0 and @ is a covariance matrix of order Rx R. S is an
R x R positive definite scale matrix. IW (S, v) denotes an Inverse-Wishart distribution with
scale matrix S and degrees of freedom v. The parameter A corresponds to the probability
of the nonzero mixture component. Note that if the kth node of the network predictor is
inactive in predicting the response, then a-posteriori & should provide high probability to
0. Thus, based on the posterior probability of &, it will be possible to identify unimportant
nodes impacting the response. The location parameter p is assigned a flat prior distribution.

In order to learn how many components of u; are informative for (5), we assign a hi-
erarchical prior A\, ~ Ber(n,), m, ~ Beta(1,7"), n > 1. The choice of hyper-parameters of
the beta distribution is crucial in order to impart increasing shrinkage on A, as r grows. In
particular, E[\,] = 1/(147"7) — 0, as 7 — 00, so that the prior favors choice of smaller num-
ber of active components in u,’s impacting the response. Additionally, the hyper-parameter
of the distribution of A, safeguards the prior on A, from flattening out even at large r. In
particular, > E[\,] = 2% 1/(1 4 ), so that 32, E[)\,] converges as R — oo. Note
that Zil A, is the number of dimensions of u; contributing to predict the response. We
refer to Zle Ar as Ry, the effective dimensionality of the latent variables.



3 Posterior Contraction of the Binary Network Clas-
sification Model

This section establishes convergence results for (1) with 79 4’s following the Bayesian Lasso
shrinkage prior. From the hierarchical specification given in (4), the Bayesian Lasso shrink-
age prior is given by vi|or ~ N(0,dr), ¢ ~ Exp(\,/2). For the theoretical study, a
common practice is to fix A, as a function of n (see Armagan et al., 2013). Our theoretical
investigations will also fix A, with the fixed values specified later.

To begin with, we consider an asymptotic setting in which the dimensions of the network
predictor grow with n. This paradigm attempts to capture the fact that the number of
elements in M, given by V2 can be substantially larger than sample size n. Since model (1)
is equivalent to model (3), the size of the coefficient 4 in (3) is also a function of n, given by
Gn = W This creates theoretical challenges, related to (but distinct from) those faced
in showing posterior consistency for high dimensional continuous (Armagan et al., 2013) and
binary regressions (Wei and Ghosal, 2017). Without loss of generality, we assume that the
centering parameter ¢ = 0 in both the true and the data generating models.

Let y,, = (y1, .., y»)" and the log-likelihood function is given by

n

Wyn(Y,) = Y (@) — 2(@y)], 2(a)y) = log(1 + exp(x]y)).

i=1

We use superscript (0) in order to indicate true parameters. Thus, the true data generating
model is given by

exp(s,”)

y; ~ Bernoulli | ———————
1+ exp(y”)

] 9 = (M, TO) . (7)

I'® is assumed to have a “low-rank plus sparse structure.” To be more precise, let r® —
I‘go) —i—I‘gO), where I‘go) = UO'UO with U being an Ry x V,, matrix having the rth column
uffo), k=1,...,V. I‘go) is a sparse matrix, and we denote the number of nonzero elements of
A0 by s, L€ Y20 = s9 - Also, let 8° = {j e N*: 7](0) # 0} denote the indices of the
true nonzero coefficients in (3). Similarly denote ¢g0 = (¢; : j € SY) as the vector of ¢y’s
corresponding to the indices S°.

We introduce the function Cy, ,(+) to quantify the curvature of w. ,(y,,) around (),

Cyon(V) = Wy n(Yy) — Wy 0 (Yn) — Vs, (y,) (v — ), (8)

where Vw. ,(y,) is the derivative of w ) ,(y,) w.r.t. 7, evaluated at .

Define A, = {7n D2 (@) = fyo ()] > e} as a neighborhood around the true

i=1
density. Further suppose m,(-) and II,(-) are the prior and posterior densities of v with n



observations, so that

S, P ()T ()

T 4-) = [Py (y,)ma(v)

where P+, (y,) = H?:l eXp(w%n(yi)).

3.1 Main Results

To show the posterior contraction result, we make a couple of simplifications. It is assumed
that the dimension R of u, is fixed and is the same as Ry, the dimension of u,ﬁo). Con-
sequently, effective dimensionality is not required to be estimated, and hence A = I is a
non-random matrix. Additionally, we assume @ to be non-random and @ = I. We empha-
size that both these assumptions are not essential for the posterior contraction rate result
to be true, but are only introduced for simplifying calculations.

To begin with, we state the following assumptions under which posterior contraction will
be shown.

(&) sup ] < oo
r=1,..,R;k=1,..,V,

(B) Vi = ol );

(C) ||M;||s is bounded for all i =1, ..,, w.l.o.g assume || M|, < 1.

(D) s, = 0{\/;‘%;—;(2”)}, for some p € (0, 2);
(B) [IT5]|o < o0

(F) A\, = —%—— for some C > 0.

qnn?/?log(n)

The following theorem shows contraction of the posterior asymptotically under mild
sufficient conditions on V,, sgm. The proof of the theorem is provided in Appendix C.

Theorem 3.1 Under assumptions (A )-(F) for the Bayesian Lasso prior on 4, Pyo (II(A,) —
0)>1-2

qn’

4 Posterior Computation

Using the result in Polson et al., 2013, the data augmented representation of the distribution
of y; given in (2) follows as below

p(yilwi) = 27" exp(kib;) exp(—winh? /2), w; ~ PG(1,0), (9)



where k; = y; — 1/2- Let x; = (%12,@@13, - a11v7a123,ai,2,4> cs A2V, ----vai,V—l,V)/ be of
dimension ¢ x 1, where ¢ = VX—VD Assume X = (x1:---: x,) is an n X ¢ matrix. Then
the conditional likelihood of y = (y1, ..., yn)" given w = (wy, ...,w,)" and ~ is given by

=1

x Hexp{ —0.5)(p+ xiy) — wilu+ xy)?/2}

a Wi ( — 0. 5) I N2
x Hexp{ : { " (1 + x})
In matrix notation, the likelihood may be written as
p(y| X, v,w..) o N(z|pl + X~,Q7)

where z = ((y1 — 0.5) /w1, ..., (Yo — 0.5)/w,) and Q@ = diag(ws, ..., w,). The full conditional
distributions of the parameters are in closed form given in Appendix A. The posterior com-
putation proceeds by running the Gibbs sampler with the full conditional distributions.
Let QO . D O TW and 1, ... 1@ be the L post burn-in MCMC samples
for 2, T" and p respectively after suitable thinning. To classify a network M, as a member

of one of the two groups, we compute S® = 1:ii>u(ij()lﬁlz4M 1“(” forl =1,...,.L. M, is

classified as a member of group ‘low’ or ‘high’ if 1 I lel SO s less than or greater than 0.5,
respectively. To judge sensitivity to the choice of the cut-off, the simulation section presents
Area under Curve (AUC) of ROC curves with True Positive Rates (TPR) and False Positive
Rates (FPR) of classification corresponding to a range of cut-off values.

In order to judge the importance of the kth node in terms of predicting the response, we
rely on the post burn-in L samples 51(91)7 ey f,(f) of &. Also, an estimate of P(R.s; = r | Data)

is given by %Zlel Ik AY = r), where I(A) for an event A is 1 if the event A happens,

m=1

and 0 otherwise, and )\g), e A are the L post burn-in MCMC samples of A,,.

5 Simulation Studies

This section evaluates the inferential and predictive ability of our method, along with a num-
ber of competitors, using synthetic networks generated under various simulation settings. In
each simulation, we assess the ability of the proposed approach to correctly identify influen-
tial nodes, to accurately estimate predictive edge coefficients and to classify a network with
precise characterization of uncertainties. In this section, we evaluate the performance of
our method using synthetic networks. Specific goals are recorded in the description of each
simulation. Our proposed approach is referred to as the Bayesian Network Classifier (BNC).
As competitors, we consider both penalized likelihood methods as well as Bayesian shrink-
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age priors for binary high-dimensional regression. Classification performance of different
competitors are assessed using the area under the curve (AUC) of the ROC curve.

To study all competitors under various data generation schemes, we simulate the response
from (1) given by

exp(po + (M;,Ty))
1 —+ exp(,uo + <M“ F0>)

Y; ~ BGT ( ) ; F() = ]__‘071 + ]__‘072 (10)

where I'y; and I'ypo are symmetric matrices with zero diagonal entries. i is fixed at 2 in
all simulation scenarios. We consider two different schemes of generating the network M,
referred to as Simulation 1 and Simulation 2.

Simulation 1. In Simulation 1, the network edges (i.e. the elements of the matrix M) are
simulated from N(0,1). Thus, Simulation 1 generates dense networks with all nodes having
inter-connections.

Simulation 2. In Simulation 2, nodes in a simulated network are organized into communities
so that nodes in the same community tend to have stronger connections than nodes belonging
to different communities. This simulation scenario simulates networks which closely mimic
brain connectome networks (Bullmore and Sporns, 2009). To simulate networks with such
community structures, we assign each node a community label, Ay € {1,2,....K}, k =
1,...,V. The node assignments are the same for all networks in the population. Given
the community labels, the edge weights for ‘active’ edges are simulated from a Gaussian
distribution. More specifically, the (k, &")th element of M is simulated from N(m,a,,,03),
where my; = 0.5 when k = [. When k # [, i.e. the concerned edges connect nodes belonging
to different clusters, we sample a fixed number of edge locations randomly and simulate the
values from N (0, 1), assigning the values at the remaining locations to be 0. We set o2 = 1
and K = 3 with 8, 9 and 8 nodes in the three communities.

Simulating the network predictor coefficient 'y and T'y». In both Simulations 1 and 2, T'g;
is I'y 2 assume a low-rank and a sparse structure respectively. Specifically, to simulate I'y 1,
we draw V' latent variables uy, o, each of dimension R,, from a mixture distribution given by

Uy o ~ WNRg(umg,u?’g) + (1 —=m)do; ke {1,....V}, (11)

where ¢ is the Dirac-delta function and = is the probability of any wy ¢ being nonzero. The

(k,1)th element of the low-rank coefficient I'y; is given by u;“’o;l’o, k # 1. Note that if uy is
zero, then the kth node has no contribution to the mean function in (10), i.e., the kth node
becomes inactive in predicting the response. Since (1 — 7) is the probability of a node being
inactive, it is referred to as the node sparsity parameter in the context of the data generation
mechanism under Simulations 1 and 2. All elements of u,, , are taken to be 0.5 and u; , is
taken to be 1.

To simulate I'p2, we set my, the proportion of nonzero elements of I'yo, randomly at
either 0.05 or 0.1. w9 is referred to as the residual edge sparsity. Once the locations of

nonzero entries are simulated, the nonzero entries are drawn using one of the three following
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strategies:

Strategy 1: Nonzero entries are simulated from N(1,0.1).
Strategy 2: Nonzero entries are simulated from N(0.5,0.1).
Strategy 3: All nonzero entries are fixed at 0.5.

For a comprehensive picture of Simulation 1 and Simulation 2, we consider different
cases as summarized in Table 1 and Table 2, respectively. In each of these cases, the network
predictor coefficient and the response are generated by changing the node sparsity m, the
residual edge sparsity 7, and the true dimension R, of the latent variables uyo’s. The table
also presents the maximum fitted dimension R of the latent variables u; for the logistic
regression model (2). Note that the various cases also allow model mis-specification with
unequal choices of R and R,.

Cases R, R Node Residual Edge  Strategy
Sparsity (w)  Sparsity (m2)

Case-1 2 2 0.5 0.95 Strategy 1
Case-2 2 4 0.5 0.95 Strategy 1
Case-3 2 3 0.5 0.95 Strategy 1
Case-4 3 4 0.7 0.95 Strategy 1
Case-5 3 5 0.4 0.95 Strategy 1
Case-6 2 5 0.5 0.90 Strategy 2
Case-7 2 5 0.6 0.90 Strategy 3

Table 1: Table presents different cases for Simulation 1. The true dimension R, is the
dimension of vector object uy ¢ using which data has been generated. The maximum dimen-
sion R is the dimension of vector object u; using which the model has been fitted. Node
sparsity and residual edge sparsity are described in the text.

Cases R, R Node Residual Edge  Strategy
Sparsity ()  Sparsity (ma)

Case-1 2 2 0.5 0.95 Strategy 1
Case-2 2 4 0.5 0.95 Strategy 1
Case-3 2 3 0.3 0.95 Strategy 1
Case-4 2 5 0.6 0.90 Strategy 3

Table 2: Table presents different cases for Simulation 2. The true dimension R, is the
dimension of vector object uy ¢ using which data has been generated. The maximum dimen-
sion R is the dimension of vector object u; using which the model has been fitted. Node
sparsity and residual edge sparsity are described in the text.
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Figure 1: Simulation 1: True activity status of a network node (clear blackground denotes
inactive and dark background denotes active). Note that there are 25 rows (corresponding
to 25 nodes) and 7 columns corresponding to 7 different cases in Simulation 1. The model-
detected posterior probability of the node being active has been super-imposed onto the
corresponding cell.

Competitors: As competitors, we use generic variable selection and shrinkage methods
that treat edges between nodes together as a long predictor vector to run high dimensional
regression, thereby ignoring the relational nature of the predictor. More specifically, we
use Lasso (Tibshirani, 1996), which is a popular penalized optimization scheme, and the
Bayesian Lasso (BLasso for short)(Park and Casella, 2008) and Horseshoe (BHS for short)
priors (Carvalho et al., 2010), which are popular Bayesian shrinkage regression methods, all
three under the logistic regression framework. In particular, the Horseshoe is considered to
be the state-of-the-art Bayesian shrinkage prior and is known to perform well, both in sparse
and not-so-sparse regression settings. We use the glmnet package in R (Friedman et al.,
2010) to implement binary Lasso regression. A thorough comparison with these methods
indicate the relative advantage of exploiting the structure of the network predictor. We
also implement an additional competitor that replaces the Bayesian Lasso shrinkage prior
specification on the elements of I's by a Horseshoe shrinkage prior. Similar to ours, this
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Figure 2: Simulation 2: True activity status of a network node (clear blackground denotes
inactive and dark background denotes active). Note that there are 25 rows (corresponding
to 25 nodes) and 4 columns corresponding to 4 different cases in Simulation 2. The model-
detected posterior probability of the node being active has been super-imposed onto the
corresponding cell.

competitor also proposes a low-rank plus sparse shrinkage prior on the network coefficient.
We refer to this method as the Bayesian Network Horseshoe (BNH for short). This will help
us ascertain if there is any added advantage in replacing the Bayesian Lasso prior on the
elements of I'y by a more complex structured shrinkage prior.

Additionally, we compare our method to a frequentist approach that develops network
classification in the presence of a network predictor and binary response (Relién et al.,
2017). Relidén et al., 2017 develop a penalty on the network predictor coefficient that enables
important node selection along with classification of the networks. They argue that their
proposed penalty on the coefficient matrix incorporates the network information of the pre-
dictor, thereby yielding superior inference to any ordinary penalized optimization scheme.
Hence comparison with Relion et al., 2017 will potentially highlight the advantages of a care-
fully structured Bayesian network shrinkage prior over the penalized optimization scheme
incorporating network information. In the absence of any open source code, we implement
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Figure 4: Figure shows predictive performance in the form of Area under Curve (AUC) of
ROC for all cases in Stmulations 1 and 2.

the algorithm in Relion et al., 2017 to the best of our ability. All Bayesian competitors
are allowed to draw 50,000 MCMC samples, out of which the first 30,000 are discarded as
burn-ins. Convergence is assessed by comparing different simulated sequences of represen-
tative parameters starting at different initial values (Gelman et al., 2014b). All posterior
inference is carried out based on the rest 20,000 MCMC samples after suitably thinning the
post burn-in chain. We monitor the auto-correlation plots and effective sample sizes of the
iterates, and they are found to be satisfactorily uncorrelated. In all of our simulations, we
set V' = 25 nodes and n = 250 samples.

6 Brain Connectome Application

In this section, we present the inferential and predictive ability of Bayesian network classi-
fication in the context of a weighted diffusion tension imaging (DTI) dataset. Our dataset
contains information on the full scale intelligence quotient (FSIQ) for multiple individuals.
Full scale intelligence quotient (FSIQ) is a measure of an individual’s complete cognitive
capacity. It is derived from administration of selected subtests from the Wechsler Intelli-
gence Scales (WIS), designed to provide a measure of an individual’s overall level of general
cognitive and intellectual functioning, and is a summary score derived from an individual’s
performance on a variety of tasks that measure acquired knowledge, verbal reasoning, at-
tention to verbal materials, fluid reasoning, spatial processing, attentiveness to details, and
visual-motor integration (Caplan et al., 2011). We have converted the FSIQ scores into a
binary response variable y, which takes value 0 if FSIQ is less or equal to 120, and value 1
if FSIQ is greater than 120. Thus, we classify the subjects in our study as belonging to the
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MSE

Cases | BNC BNH Binary Relién(2017) Binary  Binary
Lasso BL Horseshoe

Case-1]0.164 0.983 1.197 1.387 0.980 1.160
Case -2 | 0.132 0.606 0.796 1.004 0.611 0.728
Case - 3 | 0.109 0.303 0.505 0.757 0.407 0.542
Case - 4 | 0.064 0.118 0.187 0.386 0.129 0.153
Case - 5 | 2.349 3.568 3.943 4.368 3.502 3.993
Case - 6 | 0.106 0.467 0.906 1.056 0.695 0.856
Case-710.166 0.200 0.485 0.617 0.329 0.415

Table 3: Performance of Bayesian Network Regression (BNR) vis-a-vis competitors for cases
in Simulation 1. Parametric inference in terms of point estimation of edge coefficients
has been captured through the Mean Squared Error (MSE). The minimum MSE among
competitors for any case is made bold.

MSE
Cases | BNC BNH Binary Relion(2017) Binary  Binary
Lasso BL Horseshoe
Case -1 ] 0.279 0.418 0.807 0.939 0.712 0.739
Case -2 | 0.180 0.388 0.514 0.665 0.423 0.548
Case - 3 | 0.134 0.549 0.906 1.097 0.748 0.883
Case - 4 | 0.066 0.106 0.167 0.221 0.097 0.141

Table 4: Performance of Bayesian Network Regression (BNR) vis-a-vis competitors for cases
in Simulation 2. Parametric inference in terms of point estimation of edge coefficients
has been captured through the Mean Squared Error (MSE). The minimum MSE among
competitors for any case is made bold.

low IQ) group if y = 0, and the high IQ) group if y = 1.

Along with FSIQ measurements, brain connectome information for n = 114 subjects is
gathered using weighted diffusion tensor imaging (DTI). DTI is a brain imaging technique
that enables measurement of the restricted diffusion of water in tissue in order to produce
neural tract images. The brain imaging data we use has been pre-processed using the NDMG
pre-processing pipeline (Kiar et al., 2016; Kiar et al., 2017a; Kiar et al., 2017b). In the con-
text of DTI, the human brain is divided according to the Desikan atlas (Desikan et al., 2006)
that identifies 34 cortical regions of interest (ROIs) both in the left and right hemispheres
of the human brain, implying 68 cortical ROIs in all.

A ‘brain network’ for each subject is represented by a symmetric adjacency matrix whose
rows and columns correspond to different ROIs and entries correspond to estimates of the
number of ‘fibers’ connecting pairs of brain regions. Thus, there is a weighted adjacency
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matrix of dimension 68 x 68, with the (k,[)th off-diagonal entry in the adjacency matrix being
the estimated number of fibers connecting the kth and the [th brain regions, representing the
brain network for each individual. Our scientific goals in this setting include identification of
brain regions or network nodes significantly related to FSIQ and classification of a subject
into the low IQ or high IQ group based on his/her brain connectome information.

We fit our proposed model with y as the binary response and the adjacency matrix as the
network predictor. Identical prior distributions for all the parameters as in the simulation
studies have been used. BNC is fitted with R = 4, which is found to be sufficient for
this study. The MCMC chain is run for 50,000 iterations, with the first 30,000 iterations
discarded as burn-in. Convergence is assessed by comparing different simulated sequences
of representative parameters started at different initial values (Gelman et al., 2014a). All
inference is based on the remaining 20,000 post burn-in iterates appropriately thinned.
Additionally, we monitor the auto-correlation plots and effective sample sizes of the iterates.

6.1 Findings from the Brain Connectome Application

As in the simulation studies, we emphasize on identifying influential brain regions of interest
(ROIs) associated with 1Q. Figure 6 plots the estimated posterior probability of each ROI
being active. The model estimates posterior probabilities close to 1 for 4 ROIs, namely
the parsopercularis, pericalcarine and supramarginal regions in the left hemisphere, and
parsorbitalis region in the right hemisphere. For 6 more ROIs, the model is somewhat
uncertain, with posterior probabilities of these ROIs being active varying from around 15%
to 20%. The model shows strong conviction about the rest being not influential in the
variation in 1Q.

Figure 7 presents a heatmap of the estimated posterior means of . As expected, the
figure shows high sparsity with only 22 edge coefficients having estimated absolute value of
the posterior mean greater than 1. Importantly, all “significantly” nonzero edge coefficients
are found to be connected to the ROIs estimated to be influential.

In order to examine the predictive ability of the Bayesian network classification model,
we report the area under curve (AUC) of the ROC curve for BNC as well with all competing
methods. AUC for all competitors is computed using the popular 10-fold cross validation
approach. AUC estimates of all competitors presented in Table 5 indicates better perfor-
mance of BNC. Frequentist binary Lasso turns out to be the second best performer while
BNH, BLasso or BHS all perform very similar to a random classifier. Finally, the distribu-
tion of the effective dimensionality for the model is investigated and it turns out that the
distribution has a mode at 2 with probability &~ 0.44. Hence, a choice of R = 4 seems to be
sufficient for the analysis.

7 Summary and Future Work

We develop a binary Bayesian network regression that enables classifying multiple networks
with “labeled nodes” into two groups, identifies influential network nodes and predicts the
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Figure 6: Lateral and medial views of the brain (left and right hemispheres) showing all 68
regions of interest (ROIs). The size and color of the ROIs vary according to the value of the
posterior probabilities of them being actively related to the binary response.

Method | BNC BNH Binary Relién(2017) Binary Binary
Lasso BL BHS
AUC 0.597 0.484 0.532 0.466 0.461 0.484

Table 5: Predictive performance of Bayesian Network Classification (BNC) vis-a-vis com-
petitors in terms of Area Under Curve (AUC) of the ROC. AUC has been calculated in each
case using a 10-fold cross validation technique.

class to which a newly observed network belongs. Our contribution lies in carefully construct-
ing an additive low-rank and sparse shrinkage prior on the network predictor coefficient, rec-
ognizing the latent network structure in the predictor variable. Another major contribution
of the proposed framework remains theoretically understanding the Bayesian network classi-
fier model. Specifically, we develop theory guaranteeing accurate classification as the sample
size tends to infinity. The theoretical developments allow the number of possible intercon-
nections in the network predictor to grow at a faster rate than the sample size. Empirical
studies reveal advantages of the proposed approach in terms of accurate classification and
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Figure 7: Heatmap showing posterior mean estimates of edge coefficients. Note that the
heatmap is a V' x V symmetric matrix, where V' = 68 denotes the 68 ROIs or nodes, and
each cell denotes an edge connecting the corresponding pair of nodes. The axis labels are
the abbreviated names of the 68 ROIs in the left (starting with ‘Ih -’) and the right (starting
with ‘rh -’) hemispheres of the brain. Full names of the ROIs can be obtained from the
widely available Desikan brain atlas.

influential node identification over traditional high dimensional regression techniques which
vectorize the network predictor to a high dimensional vector predictor. The framework is
employed to analyze a brain connectome dataset that records connectivity between different
regions of interest in the brain for multiple individuals and includes information on whether
an individual has been found to possess low or high IQ. BNC is able to show satisfactory out
of sample classification and identifies important brain regions actively influencing the 1Q of
an individual.

In future, we hope to develop a network regression model where the response and network
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predictors share a nonlinear relationship. Another important direction appears to be the
development of a regression framework with the network as the response regressed on a few
scalar/vector predictors. We are currently developing models to address these important
methodological issues.

Appendix A

This section provides full conditionals for all the parameters in the Bayesian binary network
regression presented in Section 2. Assume W = (u)Aus, ..., v Auy, ..., ul,_;Auy), D =
diag(s12,...,sv—1,v) and v = (712, ..., 7w-1v). Thus, with n data points, the hierarchical
model with the Bayesian Network Lasso prior in the binary setting can be written as

z~N(p+ Xv,Q7)
¥~ NW, D), up|lp =1~ N(ug |0, M), uglép =0~ 6o, & ~ Ber(A), p~ flat()
sy~ Exp(0?/2), 6% ~ Gamma((,1), M ~IW(S,v), A ~ Beta(aa,ba)
p(w;) ~ PG(1,0), A\, ~ Ber(n,), m. ~ Beta(1,7"), n > 1.

The full conditional distributions of the model parameters are given below.

19(z—X~) 1
hd M|_NN< 1'917’1'91>

o v|—~N(uy,E,.), where p|. = (X'QX + D) (X'Q(z — p1) + D"'W) and
¥, = (X'QX+D "

® s |— ~ GIG [%,(%71 — uzAul)Q,Qz], where GIG denotes the generalized inverse
Gaussian distribution.

o 0*| — ~ Gamma [<C + > (L + Zk<l %)]

o uy | — ~ Wy, Oo(ug) + (1 —wy, ) N(ug | My, , Xy, ), where Uy = (g : -+ Up_1 @ Upyq
sy ) A Hy = diag(Si g, -y Sk—1ks Skkt1s - SkV ) Y = (Vs oor Vo105 Vot 1y s Vi,V )
and
1 /
Su, = (ULH U+ M) my, = S, U H /7

_— (1= )N (v, |0, 7 Hy)
“ (1—W)N('Yk|0,7'2Hk)+7TN(’Yk|0u7'2Hk+UZMUZ/)

o &|— ~ Ber(l —wy,)
o A=~ Beta [(as + Y1, &) (ba + X (1 - &),
e M|—~IW[(S+ Zk:uﬁéo upAul), (v + {#k : ui, # 0})].
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. N(v| W1,r2D)

[} >\T‘ ’ —_~ BeT’(pAT>, Where pAT == 7TTN(—\/|W1,7'2D)+(1*7TT)N(‘Y‘Wo,TQD)' Hel"e
W, = (ujAug, ..., v Auy, ..., ul,_Auy), Wy = (ujAgu, ..., uj Aguy, ..., uf,_ Aguy ),
A1 = diag(/\l, ) /\r—la 1, >‘T+1’ .oy )‘R>7 Ag = diag(/\l, ) /\T_l7 O, )\r+17 ey /\R), for r =

1,.,R.

o m.|—~ Beta(A, + 1,1 = X\, +7"), forr =1, .., R.
Using the relationship, PG(z|b,c) exp(—C%m)PG(x | 1,0) (Polson et al. (2013)), we

obtain

o w|—~PG(l,p+xiy), fori=1,.,n.

Lemma 7.1 Let vy be a random variable such that
Yw |- ~N[(D "'+ X"0X)"'X"Q(z — pl — XW),(D"+ X"0X)]. (12)
Then the following results hold.

(a) v 2 vw + W

(b) Let, A, ~N(0,D), A, ~N(0,I), A, =QXA, +A,,

Yw = A, + DXTOHQIXDXTQ} + 1)~ [Q%(z ol - XW) - Aa,g] .
Remark: This algorithm ensures that samples from the posterior full conditionals of -
can be obtained by sampling from the posterior full conditionals of «y,. Lemma 7.1 shows
that obtaining samples from the full conditional of -y, only requires inverting an n x n
matrix. Assuming n << ¢, which is typically encountered in the real data applications, the
computational complexity of the proposed approach is substantially mitigated.

As noted in Section 2.3 of the main text, straightforward posterior draw from the full
conditional of « as above faces substantial computational difficulties. Section 2.3 states
Lemma 7.1 that provides a computational strategy to draw posterior samples of ~ efficiently.

Proof of Lemma 7.1 is given below.
Proof of Lemma 7.1

(a) Note that

Evw +W)=W + (D' + XT0X) ' XTQ(z — ul — XW)
=W —(D'+ XTOX)' XTQOXW + (D' + XTQX) ' XTQ(z — pl)
=W - (D' + XT0X)" D'+ XT0X - DYW
+ (D + XTOX) ' XTQ(z — pl)
=W -(I—- D'+ X"QX)"'D"YW + (D' + XT0X)'XTQ(z — pl)
=D '+ XTQX)"'D'W + (D' + XTQX) ' XTQ(z — pl)
= (D '+ XTQX) " (D'W + XTQ(z — ul)) = E(v).
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Also note that Var(yy + W) = Var(y) trivially since W is a given in the Gibbs step.

Note that
E(vyw) = E (Aﬂ,l + DXTQ3 (0 XDXTQ: + 1)~ [Q%(z ol - XW) - A.,s])
— 0+ DXTO}QEXDXTO} 4 1) [Q%(z ol XW) - o]
= DX"Q3 (0 XDX"Q7 + I)7'Q3 (2 — ul — XW).

We need to prove that

DXTQ: (2 XDXTQ0: + 1)\ Q3 (z — pl — XW) = (D' + XT0X) ' XTQ(z — pl — XW)
ie. DXTQ2(XDXT0:+1)"' = (D '+ XT0X) ' X7Q>
Using the Sherman-Morrison-Woodbury matrix identity, we have that (D™'+X7QX)~! =
(D' + XTQ:10: X)) ' =D - DXTQ:(Q: XDX"Q2 + I)"'Q: X D.
Hence
RHS. = (D '+ XT0X)"'XTQ>
= (D-DX"Q: (2 XDX"0: + I)"'Q: X D) X" Q3
= DXTQ: - DXTQ:(0: XDX"Q: + I) ' Q: XDXTQz
— DXTQ} — DXTQ: (3 XDXTQ3 + 1) [Q%XDXTQ% FI-T
— DXTQF - DXTQ: [T — (I + Q%XDXTQ%)*T

— DXTQI(I + Q3 XDXTQF) | = L.H.S.

Using the fact that Var(A,,) = D, Var(A,,) = I, Var(A,,) = (Q:XDX"Q2 4+ 1)
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and Cov(A,,,A,,) = Q2 X D, we have

Var <A71 4+ DXTQF QP XDXT03 + 1) [Q%(z ol - XW) - A%D

— Var(A. )+ DXTO QX DXTQ + I War(A (DXTQH Q3 XDXTQ + )Y
Y1 Y3

— Cov(A,,, DXTQ2 (2 XDX"Q2 + I)'A,)

- [COU(A,YI, DXTQHOEXDXTOR + I)‘IA%)}T
=D+ DX"Q:(Q:XDX"Q: + I) /(2 XDX"Q2 + )(Q: XDX"Q: + I)"'Q2 XD

—2DXT02(Q:XDXT0: + I)7'Q2 XD
=D+ DXTQ:(Q:XDX"Q: + )2 XD — 2DX"Q2(0: XDX"Qz + I)'Q: XD
=D -DX"Q:(Q:XDX"Q: + I)'Q: XD
= (D '+ XT0x)™! (Using the Sherman-Morrison-Woodbury matrix identity)
= Var(vw)

Appendix B

Appendix A shows full conditionals for BNC model. This section provides full conditionals for
all the parameters in the Bayesian binary network horseshoe regression used as a competitor
for BNC. Assume W = (ujAuy, ..., uw)Auy, ..., uy_Auy), D = diag(7°s} 5, ..., 7°sp_1 )
and v = (1.2, .-, Yv—1,v). Thus, with n data points, the hierarchical model with the Net-
work Horseshoe prior in the binary setting can be written as

z~Np+ Xv,Q7)
¥~ NW, D), up|lp =1~ N(ug |0, M), uglé =0~ 6o, & ~ Ber(A), p~ flat()
skt~ C*0,1), 7~C*0,1), M~IW(S,v), A~ Beta(an,ba)
p(w;) ~ PG(1,0), A\, ~ Ber(n,), m ~ Beta(1,7"), n > 1.

Note that, following Makalic and Schmidt (2015),
Sk,l ~ C+<07 1)7 T~ C+<07 1)

can be written in an augmented form as

1 1 1 11 1
Si,l\Vk,leG(?E), Vk,lNIG(i,l), TQ\UNIG<§,;>, O'N[G(§,1>.

The full conditional distributions of the model parameters are given below:

1'Q(z—X7) 1
o |- NN( 1701 ’1'91>
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o v|—~ N(pty.,2y).), where p . = (X'QX + DY X'z — pl) + DT'W) and
2, =(X'QX+D "

o siul—~1G [1,(L+M)]

Vi1 272
—u! Aw)2
G [(3 ) (2 5 e
[ ] Vk,l|_ N[G [1,(14—%)}

o o|—~IGI[L(1+3%)]

o Uy | — ~ Wy, So(wy) + (1 —wy, ) N(ug | My, , Xy, ), where Uy = (ug -+t Up—1 © Upsq -
Tl UV)'A, H,; = diag(sl,k, ooy Sk—1,k> Skk+15 -5 Sk,v),’)’k = (”Yl,k, vy Ve—1,k> Vi k+1, ---,’Yk,v),

and
’ -1 !
Y = (UZ HI;IUZ/TQ + M71> , My, = 5, Uj HI;I’YIC/TQ
w. — (1 —m)N(v4 | 077'2Hk>
" (1= )N (v, |0, 72H}) + 7N (v, | 0, 72H ), + UL MUY

o {i|— ~ Ber(1l —wy,)

o A=~ Beta [(as + Y1, &), (ba + X0, (1 - &),

o M|[—~IW[(S+ ) pu, 0 weAuy), (v + {7k - up # 0})].

_ 7 N(y|W1,m2D)
e \.|— ~ Ber(p,,), where p,,. = rrrN(7|W1,T2D)1(1—17r,.)N(7\WO,T2D)'
Wi = (Ui Auy, .., w Auy, ... uy_ Ajuy)', Wo = (w]Agug, ..., wi Ajuy, ..., uy,_ Aguy ),
Ay = diag(My, ., A1, L A i1, o AR), Ao = diag( A, o, A1, 0, Avi1, oy AR), for r =
1,..R.

Here

b WT’_NBeta()\T—i_lal_)\r‘i‘Tn), forr = 1,..,R.

Using the relationship, PG(x | b, c) exp(—CQTx)PG(x |b,0) (Polson et al. (2013)), we
obtain

o w|—~PG(l,p+xy), fori=1,.,n.

Appendix C

The proof of Theorem 3.1 relies in part on the existence of exponentially consistent sequence
of tests.
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Theorem 7.2 There exists a sequence of test functions for testing Hy : v = ~° vs. H; :
v € A,, which satisfy

E.0(®,) < exp(—hn), sup Ey(1 —@,) < exp(—hn). (13)
~YEAR,

This sequence of test functions are referred to as the exponential consistent sequence of tests
®,, for testing Hy : v =~° vs. H, : v € A,.

Proof The construction of the test is provided in the proof of Theorem 2 in Ghosal and
Roy (2006).

We also state another result which will be subsequently used in the proof.

Lemma 7.3 Let u,(go) = (u,gol), ...,ug)’ for k =1,..,V,, and vy be the only positive root of

the equation

2+ (| llal] + 1w ]2) = = 0, k <L (14)
Assume v = ming vy Then, for W = (ujus, ..., uy, _juy,) and wO = (u§°>’u§0), o u%ﬁl),_lu
(W — WOl <) > T([Jug — u) |l < v, Vi =1,..,V,). (15)

Proof for k <,

!
e — up u”|

R R

E : E : (0),,(0)
’ UprUly — Uy Wiy ’
r=1 r=1
R

(urer — g | + 1> (e — ufe) Y|
1 r=1

M=

ﬁ
Il

0 0 0
< JJux — ol a2 + [ — | |a]Juaf” |2
0 0 0 0 0
< e = w1l [l = 1]z + Nl o] + e = 2 [a] o
If ||y, — uff)Hz <w, Vk=1,.,V,, the above inequality implies
iy — ul” w®| < v+ [J”])2) + ollu| <n, YE <L

Hence TI([|[W — WO || <) > O(||up — ul” |, <o, VE=1,.,V,).

Proof of Theorem 3.1
Suppose ¥, € &, = {y : [|[Vw,© ,(¥)||ls < 2y/nGs}. Then

= 2
Pyo(y, € &) > 1= Po(max | Y (4 — Va(@i(y — )yl > 2y/ng,) > 1— —,

1<5<
>J)>4n =1 qn
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where the last step follows from the Hoeffding inequality. In what follows, we will assume
that y,, € £,. It can be observed that

p‘y Yn)
fA p’y(yn)ﬂn(')’) fAn P, (Yn) () N, N,
(An) J 2y (Yn)ma () %7}'”(7) D ( )Dn (16)

where ®,, is the exponentially consistent sequence of tests given in Theorem 7.2. In proving
Theorem 3.1, we will proceed in three steps as following.

(a) Step 1 shows that &, — 0, as n — oo, almost surely.
(

b) Step 2 shows that exp(hn/2)(1 — ®,)N, — 0, as n — oo, almost surely.

Step 1

)
)
c¢) Finally, step 3 shows that exp(hn/2)D,, — oo, as n — oo, when y,, € &,.
)
3) in Theorem 7.2 yields,

(
(a
(13) in Th
P (P, > exp(—nh/2)) < E o ($,) exp(nh/2) < exp(—nh/2).

Therefore > > | P (P, > exp(—nh/2)) < oo
Applying Borel-Cantelli lemma P, (®, > exp(—nh/2)i.0.) = 0. Thus,

o, -0 a.s. (17)

(b) Step 2
We have

Byo((1-008) = [0- ) / ]% APy (y)

//1— )Py (Y1) T (Y)

< sup Ey(1—®,) < exp(—nh).
~YEAR,

Applying Borel-Cantelli lemma, P« ((1 — ®,)N, exp(nh/2) > exp(—nh/4)i.o0.) =0 so

exp(nh/2)(1 = ®,)N,, = 0 a.s.. (18)
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(c) Step 3

/ P~(Y,) w(w):/exp (Vi () (v = ¥P) + Cy (7)) 7(7)

p‘y(o)(yn>
> [ exp (—||Vwy o ,( A0, = By - 42
= p 4 (Y)Y = (|2 8||’)’ A3 ) 7 ()

n
> [ exp (—QNﬁnanv 5Ol — Sy = IB) 7()
2
— nn
> exp( 2V o 0/2 B _> Wk = 7(0)|| < p/2)

where the inequality in the second line follows from the Taylor series expansion after taking
into account that V2z(-) < 1/4. The inequality in the third line follows from the fact that
Y, € &

Observe that

U Ui

0 Ui
H(lly =yl < —75) 2 Wlllve =75 2 < ) AW = WOz < o-05),

InP/2
Where W and W are as defined in Lemma 7.3. We will show sequentially (i) — log II(||W —

O]y < 32) = ofn) and (i) —log {T1(|l7, — 1[l2 < 32) } = oln).
( ) Note that,

I(||W - WO, < (||, — w”]y < vn, VE=1,.,V,)

n
ot =
ZE[ (|, — w2y < v, V=1, Vn|A)]

Vi
T {eww (—3ut”ul? ) fule < vl

k=1

>E (19)

where the first inequality follows from Lemma 7.3 by considering 7 as ;-7 with a slight
abuse of notation, and v,, is defined accordingly. The last inequality follows from Anderson

Lemma. We will now make use of the fact that [ exp(—2?/2)dz > exp(—a?)2a to conclude

R v R un/R
H([Jurlls < vonlA) = H (Jurr| < F18) = 11 <( / exp(— 2/2)>

r=1 r=1 U”/R

zH(<1—A>+ = exp(—vi/ﬁ)z%) > [(1—A>+ %exm—vim%r.
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o i A 20, 1"
IT(||w <uv,) > E|(1-A)+ exp(—uv? R2—n}
11 (Hurllz < vn) 2 _( ) Ner p(—vn/F)
[ RV RV,
RV, 2V "
—E "1 = A ARV (20 —(RV,, — hy)v? /| R?
;(hl)< ) (%) el - i/
RV, RV,
v, 2 Y
> (R )B ta(RV,, — hy +1,hy + 1) ( ; ) exp(—(RV,, — hy)v?/R?)
hi=1 ha
RV, '

fvn 2 2
= Z h( RV “m)! (RV,+1)! \R ) exXp(—(RVa = hu)u, /)

RV, (QUn

RV,
> —V., 02 /R).
S

Where the last inequality follows from Lemma 7.3 by considering the fact that, v, =

1@ (0) (0) ©) 12 /2
+ + + +2n/nP
1! a1 \/[H;‘k Il N+ 20/m < \/5\7/12/4. Hence, 0 < —2}’%” < 1 for large n. It

now follows from (19) that

Ve @@y

_ —_w© /N N _ 2V
o IIIW = WOl < 505 < 3, =g+ G ~ RV Vo8 { 7 ) + los(RVa 1)

— log(RV,) = o(n),

by the assumptions (A) and (B). This proves (i).
We will now prove (ii). It follows that

0 2

0 Ui an n)n
Ml ="l < 5o7) = Wiy — 5| < \/— 5 d € SO oyl < W)-
Jgs°

(20)
We will lower bound two components of the product in (20) individually. By Chebyshev’s
inequality
0

4n n)n2 E[Z SO |72‘2]4anp
Yyl < Wn = 57y o () Pl 17

foret Agnn? (gn = $2,)°

2\, qpn?
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0
(172 — 755 | < 2\/_ 5= €8) =

=F (| sy — 7Y

0 Ui .
E (|72 — ) | < SN R € 8%¢ps0)

5 =73 Ps0)

Using the fact that fab e " 2dx > e~ (@H)/2(h — g), one obtains

(0) U 1 731* + 7/ (4gan”)
jl;[oﬂ(hzg Yo | < 2,/gun? |pso) > jl;[o { ( —Qqnnfhﬂbj) exp (— ry .

Thus

7 1v9;1* + 1/ (4gnn?)
(|25 = 5y | < JES)ZE ———— | e&xp (— :
2j 27 2\/_ ,0/2 ]ES[O 2qnnp7r¢] gb]

() L G (P ) )

Use the change of variable ¢ = z; and the normalizing constant from the inverse Gaussian
J
density to deduce

1 e+ n?/(4gan?) n@)
[ (5 -
-/ j,gexp (~0 P a2 g = 52 Y sy £ = (57) exp (=Aay/2 (WG 2 Caau) ).
Zj Z3 J n

Therefore,
SO
) n 0 NV A\ " 0
(|25 — 25| < 2\/q_nnp/2’j €S8 > ( qnnp> exp | —A, Z \/2 (173,12 + 02/ (4gun#))

jeso

(22)
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Combining results from (21) and (22)

SO
T] 77 )\n 2,n
(v, =28l < 5e) = () eww (<0 X y/2 (04 02/ Char)
/2 n 2j n
2nr /Gqnn? e

2\ G
1 - T .

Using the fact that \, = m,
—10g L[ = Y |l2 < 5075) < 53,1+ 10g(a) + (3p/4) log(n) + log(log(n)) /2]
V2 (0812 + 72/ (dg,m7)) )
1 1—-—= ) = 2
b s o2 (1= gy ) =) 29)

under assumptions (B)-(F).
Finally,

1og(Dy) < 2z + M log TH(Jly — 1O < —1)
n;—= " np/2 npP 2 ne/?

2
_ a-p)/2 . T 1-p _ _ A0 o
= 20v/qnn + g = log(lly =Pl < —75).

Using (23), the fact that (1—p)/2 € (—1/2,1/2) and assumption (B), we obtain — log(D,,) =
o(n). Thus (c) follows.
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