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Computer Engineering DepartmentUniversity of California, Santa CruzSanta Cruz, CA 95064abstractThe growth of Asynchronous Transfer Mode (ATM) technology and the maturity ofcoding standards have made the large-scale deployment of high-quality audiovisual servicespossible. In this article, we discuss the principal issues involved in transporting MPEG-2streams over ATM networks for both constant bit-rate (CBR) and variable bit-rate (VBR)MPEG-2 Transport Streams. We review existing and proposed approaches to deal with theseissues and evaluate some of them by simulation to demonstrate the important tradeo�s inthe design of networked audiovisual systems.Keywords: MPEG-2, ATM networks, set-top box, MPEG-2 Systems layer.



1. Introduction 11 IntroductionThe explosion of the Internet has created demand for new applications traditionally carried overcircuit-switched networks. Such applications include audio telephony, video conferencing and video-on-demand (VoD) services. New standards are emerging to support these applications in the contextof both connectionless and connection-oriented packet-switched networks.Asynchronous Transfer Mode (ATM) is an emerging standard for broadband networks that allowsa wide range of tra�c types |ranging from real-time video to best-e�ort data| to be multiplexedin a single physical connection-oriented network. A key bene�t of ATM technology is its ability toprovide quality-of-service (QoS) guarantees to applications. These QoS guarantees are in the formof bounds on end-to-end delay, packet delay variation (jitter) and packet loss rate. Several classesof service have been de�ned in the context of ATM networks to satisfy the QoS needs of variousapplications. The Constant Bit-Rate (CBR) and Real-Time Variable Bit-Rate (RT-VBR) serviceclasses are intended for real-time applications with stringent requirements on delay, jitter, and lossrate, such as video-on-demand (VoD) services. The Non-Real-Time Variable Bit-Rate (NRT-VBR)service class is intended for applications where no jitter control is needed, but a delay guaranteeis still required. The Available Bit-Rate (ABR) service class is intended for delay-tolerant best-e�ort applications and uses a rate-based feedback approach to control potential congestion. RegularTCP applications fall under this service class. Finally, the Unspeci�ed Bit-Rate service (UBR) doesnot o�er any service guarantees and thus, has the lowest priority among all the classes. Withina service class, the feasibility of supporting a speci�ed set of QoS requirements is determined byadmission-control algorithms. Because of its ability to support a prespeci�ed set of requirements,ATM technology is inherently well-suited for the design of Video Dial Tone (VDT) networks.Besides the underlying network infrastructure, the coding method used for digital video andaudio for VDT services has a signi�cance inuence on the viability and performance of such ser-vices. MPEG-2 is currently the most popular standard for audio and video compression in VDTnetworks [18, 19]. Being capable of exploiting both spatial and temporal redundancies, it achievescompression ratios up to 200:1 and can encode a video or audio source to almost any level of quality.MPEG-2 standard o�ers two ways of multiplexing elementary audio, video or private streams to forma program: theMPEG-2 Program Stream and theMPEG-2 Transport Stream formats. Although theMPEG-2 Program Stream format is used in the Digital Versatile Disk (DVD) standard for playbackin stand-alone environments, it is not resilient to errors and therefore not suitable for transmissionover error-prone environments. The MPEG-2 Transport Stream format is the approach suggested fortransporting MPEG-2 over noisy environments, such as a packet network. Using explicit timestamps(called Program Clock References or PCRs in MPEG-2 terminology) that are inserted periodicallyinto the stream, MPEG-2 Transport Streams ensure synchronization and continuity, and provideways to facilitate the clock recovery at the decoder end.In this article, we discuss the key problems in transporting MPEG-2 over ATM networks anddescribe solutions that have been proposed in the literature. We start by describing a genericarchitecture for MPEG-2 over ATM in Section 2. In Section 3, we discuss the key issues involvedin transporting MPEG-2 over ATM, and the approaches proposed in the literature to deal withthem for both the CBR and the VBR cases. In Section 4, we present some experimental results onhow those issues inuence the quality of the VDT service. Finally, we conclude with a summary inSection 5.
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Figure 2.1: Generic architecture for MPEG-2 over ATM networks.2 Protocol Architecture for MPEG-2 over ATMA generic architecture for transporting MPEG-2 over ATM networks is illustrated in Figure 2.1.On the sender side, the MPEG-2 Transport Stream is sent to the network through an adaptationlayer (AAL) and the ATM layer. On the receiver side, the architecture consists of the ATM layer,the adaptation layer, an optional dejittering bu�er, the MPEG-2 Systems decoder, the MPEG-2decoders for the elementary streams, and the TV set. The MPEG-2 Systems decoder includesamong others, the phase-locked loop (PLL) used to recover the clock from the incoming PCR valuesfor the synchronization of the sender and the receiver, and the system playout bu�er.The transport of MPEG-2 over ATM introduces several issues that must be addressed in order



2. Protocol Architecture for MPEG-2 over ATM 3to deal with the problem on an end-to-end basis. These include the choice of the adaptation layer,method of encapsulation of MPEG-2 packets in AAL packets, service class selection in the ATMnetwork for control of delay and jitter, and the design of the decoder. The choice of adaptation layerinvolves a number of tradeo�s [9]. The possible choices are Adaptation Layer 1 (AAL1), suitablefor circuit-emulation type of services, Adaptation Layer 5 (AAL5), currently used for transportingdata tra�c with no real-time constraints, and Adaptation Layer 2 (AAL2) which is not standardizedyet, but may o�er an alternative in the future for transport of VBR MPEG-2 tra�c. In the caseof AAL5, two distinct approaches were proposed for encapsulation of MPEG-2 streams in AAL5packets in the ATM Forum: the �rst approach is the PCR-aware scheme, in which the packetizationis done ensuring that transport packets containing PCR values will be transmitted immediately. Thesecond approach is the PCR-unaware scheme, where no distinction is made for packets containingPCR values; this may introduce signi�cant jitter for PCR values during the encapsulation.A wide range of proposals has been made for selecting the type of service under which MPEG-2is to be transported over ATM [15, 23, 30, 52]. For constant bit-rate MPEG-2 streams, the CBRclass of service is the natural choice. However, even in this case, the QoS provided by the ATMnetwork may inuence the overall quality signi�cantly. For the variable bit-rate case, three mainapproaches have been proposed. The statistical service with rate renegotiation tries to maximize themultiplexing gain by capturing the VBR nature of MPEG-2 [15, 52]. According to this approach,the e�ective bandwidth of the source during a pre-determined interval is used to allocate resourcesin the network. If su�cient resources are not available the quality is degraded and in that sense,the service is statistical. This requires an algorithm to determine re-negotiation points. The secondapproach, based on a feedback-based Available Bit-Rate (ABR) service, uses feedback informationto change the coding rate at the output of the MPEG-2 encoder to suit the available bandwidth [22,23, 30]. In this approach, the service is considered best e�ort with some minimum guarantees. Thelast approach, which operates over a best-e�ort service such as that provided by the current Internet,the overall quality is almost entirely dependent on the congestion level of the network.Synchronization issues may arise while transporting MPEG-2 over ATM due to cell delay vari-ation (jitter). The presence of jitter introduced by the underlying ATM network may distort thereconstructed clock at the MPEG-2 audio/video decoder, which in turn may degrade the qualitysince the synchronization signals for display of the video frames are obtained from the recoveredclock. A common solution is to use a dejittering mechanism at the receiver that absorbs any jitterintroduced by the network.In order to ensure acceptable quality at the receiver, each component of the end-to-end path mustbe designed to provide the desired level of service. Therefore, optimizing only speci�c components inthe path may not be adequate for ensuring the desired quality for the viewer. For example, providingsuperior QoS in the ATM network may not be su�cient to maintain adequate quality at the receiverwhile using an adaptation layer that introduces signi�cant jitter, and a poor phase-locked loop (PLL)design within the MPEG-2 decoder. Thus, the adaptation layer, encapsulation scheme, service classselection in the ATM network, dejittering mechanisms at the receiver and the PLL in the MPEG-2system decoder must all be designed to provide the desired level of quality at the receiver. In thenext section we proceed with a detailed discussion of several of these issues.



3. Issues in MPEG-2 Transport over ATM 43 Issues in MPEG-2 Transport over ATMThe MPEG-2 standard [18] does not specify how an MPEG-2 Transport Stream is transportedover a communication network. However, the timing model of MPEG-2 Systems Layer assumes aconstant end-to-end delay from the encoder to the decoder end. This introduces a number of designissues that need to be addressed in order to ensure satisfactory quality at the receiver. Some of themare stated below:1. Choice of Adaptation Layer.2. Transport Packet Encapsulation.3. Service Class Selection.4. Clock Synchronization.3.1 Choice of Adaptation Layer (AAL)The Adaptation Layer is responsible for making the network behavior transparent to the appli-cation. It is divided into two sub-layers: the Segmentation and Reassembly (SAR) sublayer and theConvergence Sublayer (CS). The SAR sublayer is responsible for the segmentation of the outgoingProtocol Data Units (PDUs) into ATM cells and the reassembly of ATM cells back into the originalPDUs. There are four types of adaptation layers currently de�ned for ATM networks: AAL1, AAL2,AAL3/4 and AAL5. Each of these is designed for supporting speci�c services and have di�erentfunctionalities. The selection of a suitable adaptation layer for transporting MPEG-2 over ATMneeds to take into account the speci�c requirements of MPEG-2 Transport Streams, such as jitterremoval, error detection and/or correction, end-to-end delay minimization for real-time applicationsand support of both CBR and VBR applications.Transport over AAL1AAL1 was designed to support circuit emulation over ATM networks. It is ideally suited fortransporting Constant Bit-Rate (CBR) tra�c since it provides constant delay through the networkusing dejittering mechanisms at the destination. AAL1 provides two ways to synchronize the clocksand deliver a jitter-free clock at the receiver depending on the status of the CBR service clock. In thesynchronous case, the service clock is assumed locked to a common network clock and its recoveryis done directly from the network clock. In the asynchronous case, AAL1 provides two alternativesfor recovering the clock at the receiver: the Synchronous Residual Time Stamp (SRTS) methodand the Adaptive Clock method. In the former method, absolute clock information is exchanged forthe synchronization whereas in the latter, the bu�er �ll levels are used in order to synchronize thetransmitter and receiver. Besides, AAL1 o�ers the option of Forward Error Correction (FEC) thatcan hide the e�ects of cell losses in the network from the application.AAL1 is the natural choice for transporting CBR MPEG-2 over ATM since the tra�c has aconstant bit-rate and needs constant end-to-end delay. However, there are a number of disadvantageswith the use of AAL1 for MPEG-2 transport:1. AAL1 cannot be used to carry Variable Bit-Rate (VBR) MPEG-2 Transport Streams whichare likely to be dominant in the future.2. The SRTS technique cannot be used if a common network clock is not available for use asthe reference clock. Thus, AAL1 cannot be used in nationwide networks consisting of severalcarriers and unsynchronized clocks.
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Figure 3.1: Structure of AAL5 layer (from [35]).3. The adaptive method to recover the clock requires a PLL to determine how the bu�er at thedecoder end is being emptied. This PLL duplicates the function of the MPEG-2 Systemsdecoder.4. Since signaling is being done under AAL5, ATM network interfaces will need to support bothtypes of adaptation layers (AAL1 and AAL5), which makes such a choice expensive.Transport over AAL5AAL5 was designed for transporting data tra�c with no real-time constraints over ATM. Itsconvergence sublayer consists of two components: the Common Part CS (CPCS) and the Service-Speci�c CS (SSCS). The Common Part CS of AAL5 can make the use of variable length protocoldata units (PDUs) of size up to 65536 bytes. This means that the size of an AAL5 PDU need not be�xed. The optional Service-Speci�c CS (SCCS) provides the exibility of having a special sublayerfor di�erent services that need to use AAL5.The CPCS together with the SAR layer provides all the capabilities to send and receive a CommonPart AAL5 service data unit (CPAAL5 SDU) from an ATM network. In the case that the SDU iscorrupted or lost, an indication is sent to the SSCS (or the service layer if the SSCS is null). However,corrupted or lost SDUs are not recovered as in the case of AAL1 with forward error correction. Acorrupted SDU may optionally be forwarded to the SSCS layer, leaving it the responsibility of dealingwith the error. A corrupted SDU can be detected by making use of a 32-bit CRC at the end of theSDU and by verifying the length of the SDU from its header �eld.In the case of audiovisual services, a Video Audio Service-Speci�c Convergence Sublayer(VASSCS) was proposed in order to provide the clock recovery and the constant end-to-end de-lay that MPEG-2 requires [4]. The VASSCS could be designed to support both CBR and VBRMPEG-2 services and more generally other audiovisual services with similar functionalities as theMPEG-2 Systems layer. To implement a constant-delay service, VASSCS should employ a times-tamping mechanism and a dejittering bu�er at the receiving adaptation layer. Thus, VASSCSduplicates functions that are present at the MPEG-2 Systems layer. At the same time, it is notclear whether adopting this solution justi�es the increased cost and complexity by means of betterquality. In a recent study with CBR MPEG-2 Transport Streams, Perkins and Skelly [39] showedthat with only a small amount of bu�ering (around 50 Kbytes), the PLL needed at the MPEG-2
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Figure 3.2: Protocol stack for MPEG-2 over ATM (from [9]).decoder end is still able to recover the source clock when the jitter introduced by the network islimited to 1 ms. This makes the VASSCS solution practically redundant. However, since it may bedi�cult in practice to negotiate a jitter of 1 ms in the network, the dejittering at the AAL5 layermay still be needed.AAL5 has several advantages over other alternatives:1. AAL5 is currently the most commonly used adaptation layer in the industry. AAL5 is beingused for encapsulating UNI 4.0 signaling messages and, in most cases, to carry best-e�orttra�c through the ATM network.2. Using a null CS, hardware support from the network can be minimized and thus the complexityis moved to the service layer.3. AAL5 can support VBR MPEG-2 tra�c in the future (AAL1 can be used only with CBRtra�c).Despite the above advantages, AAL5 has a number of limitations when used to support real-timeapplications:1. The Common Part Sublayer of AAL5 (CPAAL5) does not support forward error correction,as discussed above. However, since congestion losses in an ATM network are likely to occur inbursts, the e�ectiveness of forward error correction may be limited in any case.2. Although AAL5 (as it is currently de�ned) detects errors encountered in a received SDU, itdoes not forward the damaged SDU to the application layer. This means that, in the case ofan MPEG-2 Transport Stream, one or more transport packets may be lost at the service layer,resulting in quality degradation. Besides, having excessive losses makes the error recoveryand concealment techniques in MPEG very ine�cient. These techniques are typically used tocorrect synchronization problems at the macroblock or slice level in MPEG-2 video.3. Di�erent ways of encapsulating MPEG-2 Transport Stream into AAL5 SDUs may a�ect thejitter of the transport packets, which in turn will a�ect the system clock recovery process atthe MPEG-2 Systems decoder.



3. Issues in MPEG-2 Transport over ATM 7Transport Rate (Mbps) Packing Jitter (ms)1:0 1:52:0 0:753:0 0:54:0 0:385:0 0:46:0 0:257:0 0:218:0 0:199:0 0:1710.0 0.15Table 3.1: Maximum packing jitter for di�erent transport rates and N = 2.AAL5 is currently the the adaptation layer recommended by ATM Forum speci�cations for bothCBR and VBR MPEG-2 Transport Streams [47, 48]. Although a null SSCS is suggested for theCBR case, ATM Forum is in the process of investigating possible bene�ts of designing a new SSCSfor supporting VBR MPEG-2, to facilitate clock recovery and error control.3.2 Transport Packet EncapsulationWhen AAL5 is chosen as the adaptation layer for carrying MPEG-2 Transport Streams, a schememust be designed for encapsulating MPEG-2 transport packets into AAL5 SDUs. If each transportpacket, which has a �xed size of 188 bytes, is encapsulated in a distinct AAL5 SDU, then �ve cellswill be needed at the ATM layer for each packet (the header and the payload for each ATM cellare 5 and 48 bytes respectively, and the trailer for the AAL5 SDU is 8 bytes). This introduces asigni�cant bandwidth overhead. AAL1 does not su�er from this problem since a transport packetcan be carried in a 4-cell AAL1 SDU (only one byte of cell's payload is used by AAL1). To reducethe bandwidth overhead, more than one transport packet need to be encapsulated in a single AAL5SDU.Assuming that a single AAL5 SDU will be used to encapsulate N transport packets, there isan inherent packing jitter associated with each of the transport packets carried by the SDU. Thisintroduces a problem when one of these N transport packets contains a Program Clock Reference(PCR) value for system clock recovery at the destination. In that case, the packing jitter will appearas delay variation at the decoder end, and may a�ect the quality of the clock recovered. To addressthis problem, two packing schemes for AAL5 were proposed within the ATM Forum: PCR-unawareand PCR-aware.In the PCR-unaware approach, the source adaptation layer forms one AAL5 SDU from every Nconsecutive transport packets without examining the incoming Transport Stream at all. Since allthe AAL5 SDUs have �xed size, for the CBR MPEG-2 Transport Stream case, the resulting streamis also CBR and its peak cell rate at the ATM layer can be determined accurately. However, thisscheme may introduce signi�cant jitter to the PCR timestamps in the stream, depending on thenumber of transport packets per AAL5 SDU and the transport rate. Table 3.1 shows the maximumjitter introduced for various transport rates when N = 2.



3. Issues in MPEG-2 Transport over ATM 8
PCR PCR

PCR

Transport
Stream

PCR-unaware
scheme

PCR-aware
scheme

PCR

A
A

L
5 

SD
U

s

Time

PCR

PCR

1 packet delay No delay

1 2 3 4 5

1 2 3 4

1 2 3 4

Figure 3.3: PCR packing schemes for N = 2.In the PCR-aware approach, the source adaptation layer forms an AAL5 SDU fromN consecutivetransport packets except when a transport packet contains a PCR value. On receiving a transportpacket containing a PCR value, the AAL5 SDU is forwarded immediately to the SAR sublayer forsegmentation. That is, a transport packet containing a PCR value always appears as the last packetin the AAL5 SDU. Thus, the packing jitter for the transport packets that carry PCR values will beessentially zero. However, this approach demands that the source (the encoder or the video server)is capable of detecting transport packets with PCR values. Because the rate of Transport Streamsusually exceeds 1 Mbps, this must be done in hardware, adding complexity to the video servers.The two schemes are contrasted with an example in Figure 3.3. In the PCR-unaware case, thepacketization procedure does not examine the incoming transport packets and therefore, the secondAAL5 SDU is the result of encapsulating transport packets 1 and 2, whereas the third AAL5 SDUresults from the transport packets numbered 3 and 4. The PCR value in the second AAL5 SDUsu�ers a delay of one transport packet since it has to wait for the second transport packet to arrivebefore the SDU is formed. However, this is not the case for the third AAL5 SDU since the SDUbecomes complete after the transport packet 4 arrives. On the other hand, the PCR-aware schemecompletes an SDU if the current transport packet contains a PCR value. Thus, the second SDUis immediately formed as a result of transport packet 1 which contains a PCR value. The thirdSDU does not contain any PCR values since it contains transport packets 2 and 3. Finally, thefourth SDU is formed and completed by transport packet 4 in its payload without waiting to receivetransport packet 5.Under the PCR-unaware case and for N = 2, a transport packet carrying a PCR value mayoccupy either the �rst or the second position within the AAL5 SDU. In the PCR-aware approach,when the AAL5 SDU consists of only one transport packet (it must contain a PCR), the SDU hasa size of �ve ATM cells. Since, in the worst case, a PCR may appear in every transport packet, theresulting cell rate may be much higher than that under the PCR-unaware approach. For a CBRMPEG-2 Transport Stream, even if the frequency of PCR values found in the Transport Stream islimited to a reasonable number (50 per second, for example, which is common among encoders thatare being used today), the resulting stream is no longer of constant bit-rate. Thus, the peak cellrate of the stream, needed for shaping and call-admission control, must be calculated based on anestimated maximum frequency of PCR values in transport packets. This may result in bandwidthover-allocation and may waste valuable network resources.The impact of PCR-unaware scheme at the decoder is more memory since the initial locking timefor the phase locked-loop at the receiver clock is extended because of the packing jitter, and oftenpoor quality of the recovered clock. This is not the case for the PCR-aware scheme. However, the



3. Issues in MPEG-2 Transport over ATM 9impact is the additional bandwidth, which may range from 2 to 25% depending on the frequency ofPCR samples in the packet stream. Considering the future need for VBR services, the PCR-awarescheme seems the natural choice. The reason is that in the VBR case, the packetization jitter willvary as a function of the instantaneous bit-rate. The largest jitter will be determined by the lowestbit-rate employed in the VBR encoding which may not be known to the decoder a priori. ATMForum, however, has chosen the PCR-unaware approach (N = 2 is the default supported case) asthe preferred means of transporting MPEG-2 over ATM [47, 48] for both CBR and VBR MPEG-2Transport Streams.When the PCR-unaware scheme is used as the encapsulation scheme, a number of techniques canbe used to reduce the e�ect of the packetization jitter introduced by the scheme [1, 50, 51]. Somekey ideas are given below:1. Control of the generation of transport packets containing PCRs: When N = 2,PCRs may be placed in even- or odd-numbered transport packets. By controlling the positionin the MPEG-2 Transport Stream where the PCR values fall, the packetization jitter may beeliminated, or reduced so that no signi�cant degradation occurs in the quality of the recoveredclock at the receiver [1, 51].2. Delaying packets at destination: Packing jitter occurs only when the PCR is in the �rsttransport packet of an AAL5 SDU. This jitter can be compensated at the destination by lettingthe second packet wait at the AAL until the �rst packet is transferred to the service layer.This delay can be computed from the current transport rate information [1].3. Static jitter compensation in PLL: Since the amount of packing jitter is known a priori,subtraction of a �xed amount from the PCRs at the destination would eliminate the packingjitter [1].4. Restamping at receiver: By making use of a jitter estimator on the receiver side, the MPEG-2 Systems decoder PLL can be designed to minimize the e�ect of not only the packetization butalso the network jitter [50]. The challenge is to estimate the jitter. The phase di�erence in thePLL arises from three sources: frequency di�erence between encoder and decoder, jitter dueto network congestion, and packetization jitter at the adaptation layer. The �rst componentis usually small compared to the second and third. Thus, if the magnitude of the resultingerror terms at the PLL input crosses a pre-determined threshold, it can be interpreted as beingcaused by either network jitter or packetization jitter.3.3 Service Class SelectionAnother problem that arises in the transport of MPEG-2 over ATM is in selecting the serviceclass. There are several approaches proposed in the literature for MPEG-2 transport over ATM:Deterministic Constant Bit-Rate (CBR) approach: In this approach, MPEG-2 is consideredCBR in the network and is treated as such. The constant rate to be allocated in the network,called the e�ective bandwidth, has to be either computed in the case of a pre-existing MPEGstream or estimated in a real-time application. Any smoothing necessary to deliver a constantbit-rate stream must be done at the encoder via bu�ering. If the bu�ering at the source islimited, we may either use a local feedback scheme to adjust the bit-rate produced by theencoder (Q-factor) or let the bu�er overow. Both approaches result in quality degradation.However, the degradation is di�erent in those two cases. Several methods for the computationof e�ective bandwidth can be found in the literature [5, 10, 11, 12, 29].



3. Issues in MPEG-2 Transport over ATM 10Deterministic CBR without smoothing at the source: In this approach the e�ective band-width is calculated in the same way as in the previous approach, and is used by the networkto allocate resources. The di�erence is that the actual tra�c transmitted is of variable rate,so as to gain from statistical multiplexing of di�erent VBR sources. The problem here is thata large amount of bu�ering may be needed in the switches to exploit statistical multiplexing.If only limited bu�ering is available, losses will lead to quality degradation. However, recentresults [8, 43] show that, in many cases, the e�ective bandwidth techniques are unable tocapture the e�ect of statistical multiplexing, and hence allocating network resources based onthese models would be conservative. Both Choudhury et al. [8] and Shro� et al. [43] veri�edthe limitations of the e�ective bandwidth techniques. Based on these results, new schemeshave been proposed [3, 6, 7, 26] to calculate the bandwidth used for admission control thatimprove network utilization signi�cantly without the need for large amount of bu�ering.Statistical Service with Rate Renegotiation: Two recent schemes have been proposed in theliterature based on this approach. Renegotiated CBR (RCBR) [15] is an attempt to combinethe simplicity of CBR in terms of bandwidth allocation and call admission control with theadvantages of VBR in terms of multiplexing gain. However, the multiplexing gain is notachieved inside the network due to bu�er sharing but at the source. The idea behind RCBRis to keep the tra�c within the network close to CBR to reduce congestion and jitter. Asource under RCBR scheme renegotiates its rate over long time-scales using signaling. Betweenrenegotiation points, the rate is assumed to be CBR and equal to an e�ective bandwidth valuethat applies during that time interval. The RED-VBR scheme [52] attempts to eliminate theoverload situations in a similar way by using renegotiation points. However, the di�erenceis that RED-VBR builds the renegotiation service on top of a deterministic variable bit rate(D-VBR) service [25, 28], whereas RCBR builds the renegotiation service on top of a constantbit-rate (CBR) service. Thus, RED-VBR achieves better network utilization for the same levelof blocking probabilities whereas RCBR o�er simpler management and admission control. Bothschemes provide a statistical service in the sense that a renegotiation request may be denied.In that case, the source must take proper action to avoid packet losses and the resulting qualitydegradation. A number of algorithms have been proposed in the literature [14, 20, 34, 41] thatperform smoothing on prestored or live video streams and choose optimal renegotiation pointsto be used by either service scheme (RCBR or RED-VBR).Feedback-based best-e�ort service with or without resource reservations: A number ofschemes have been proposed for transporting video over a best-e�ort service where the sourceadjusts its rate based on available-rate information received from the network periodically(ABR service) [22, 23, 30]. This requires varying the encoding rate at the source adaptivelybased on feedback information received from the network. Variations of the above schemeshave been proposed with and without support for a minimum guaranteed rate. These schemesallow e�cient utilization of the network bandwidth, but may result in unacceptable qualityfor the viewer.Statistical service without any guarantees: In this case the stream is transported over thenetwork in best e�ort mode with no feedback controls (UBR service). The quality at thereceiver depends on the current congestion level in the network. This is the case with currentlyavailable tools for transporting video over the Internet [13, 24, 31].In selecting a speci�c type of service for video transport, a compromise must be made betweentwo conicting requirements: quality-of-service guarantees and network utilization. Deterministic



3. Issues in MPEG-2 Transport over ATM 11CBR is certainly the preferred choice for CBR MPEG-2 Transport Streams. Appropriate schedulingdisciplines need to be selected for both the ATM end-nodes and the ATM switches over which theCBR MPEG-2 Transport Stream is to be transported. The scheduling disciplines must be able toguarantee not only bandwidth but also low worst-case delays to ensure good quality to the end-user.For the VBR MPEG-2 Transport Stream case, renegotiation seems to be the most appropriateapproach since it attempts to capture the VBR nature of the tra�c while maintaining very goodquality. An MPEG-2 Transport Stream has a piecewise constant bit-rate [18] that can be used inorder to select the renegotiation points. In [17], a new scheme is proposed to propagate changes intransport rate to the decoder end so that the decoder will be able to �lter the cell delay variation(CDV) by knowing the actual rate. Although this could be done at PCR boundaries only (at leastone every 0.1 sec), in that scheme a Rate Change Indicator is proposed to be sent with the TransportStream exactly when the rate is being changed at the encoder end. A problem with this approachis that it changes the MPEG standard and the adaptation strategy which now have to include thisinformation. However, it is desirable to signal this change of rate information to the ATM networkso that it adapts to the new rate of the source. Algorithms need to be de�ned to compute optimalrenegotiation points that do not overload the signaling and maximize network utilization whilekeeping quality at a high level. The bandwidth requested by the source between any of these pointsneeds to be computed from the MPEG-2 Transport Stream and not from the MPEG-2 video streamsince the statistical properties of the video source may change after the processing and multiplexingthat occurs in order to obtain the actual MPEG-2 Transport Stream.In the case of MPEG-2 scalable encoding, combinations of the approaches stated above maywork e�ciently. For example, the base layer of a video elementary stream may be sent over adeterministic CBR service using its e�ective bandwidth, whereas the enhancement layer may besent over an available bit-rate (ABR) service. However, synchronization issues arise in many ofthese cases and need to be examined very carefully.Prioritization is another aspect that needs to be considered carefully. Cells carrying MPEG-2payloads can be assigned priorities based on various criteria. The following are some of the criteriathat could be used to determine priorities:1. Transport packets that contain clock information, i.e., packets containing PCR values.2. Transport packets from the base layer in the case of scalable MPEG-2 video stream.3. Transport packets that denote the start or the end of a Packetized Elementary Stream (PES)unit.4. Combinations of all the above.The cell priorities can be exploited by the network in controlling not only the distribution ofpackets that are dropped by the network in case of congestion, but also the bandwidth and delaydistribution of the packets. For example, scheduling algorithms could be designed to minimize thedelays of certain packet streams to reduce the correlation in the delay distribution. The network,however, must maintain stream continuity even when di�erent priorities are used for cells within thesame stream. Typically, the prioritization a�ects only the bu�ering decisions in the ATM switchesduring congested periods.3.4 Clock SynchronizationCell Delay Variation (CDV) at the network level is not desirable since it introduces synchro-nization problems between the source (or the encoder) and the decoder. Several approaches have



3. Issues in MPEG-2 Transport over ATM 12been proposed for clock recovery and synchronization of MPEG-2 streams in the presence of jitter.The traditional approaches use a PLL to recover the clock from the PCR timestamps transmittedwithin the stream. The presence of even a modest amount of jitter in this case can adversely a�ectthe quality of the reconstructed clock. Several techniques have been proposed in the literature forimproving the quality of the recovered clock. A common technique is to use a dejittering bu�er atthe receiver that absorbs the jitter introduced by the network. This makes the network transparentto the decoder phase-locked loop. A disadvantage of this approach is that it requires a priori knowl-edge of the maximum delay variation to avoid overowing or underowing the dejittering bu�er. Inaddition, this approach wastes memory by using two separate bu�ers, the system decoder bu�er andthe dejittering bu�er. Another approach to tolerate jitter at the receiver is to use special pre-�lteringtechniques to �lter the delay variation before the PLL [16].A third technique to minimize the e�ects of jitter in the clock recovery process is by countingthe time di�erence between successive timestamps in the packet stream [21]. Although the jitterintroduced by the network may be computed on a per packet-basis in this scheme, it requiresconstant spacing between timestamps in the packet stream, an assumption that may not hold inMPEG-2 Transport Streams. Finally, Akyildiz et al. [1] proposed a simple method to deal with thepacketization jitter of CBR MPEG-2 Transport Streams in an ATM network by subtracting a �xedo�set from the received timestamps. This scheme, called Enhanced 2/2 scheme, deals only with thepacketization jitter, and is not designed to correct network-induced jitter.All the above dejittering approaches attempt to maintain a constant bu�er occupancy at thereceiver and can therefore be applied to only constant bit-rate streams. In the case of a variablebit-rate stream, constant bu�er occupancy is di�cult to achieve without knowledge of the ratechanges. These rate changes, in principle, can be determined from the PCR values in the streamusing their piecewise linearity property [18]. However, changes in the transport rate cannot alwaysbe determined exactly from the PCR values. An interesting solution to this problem was proposed byHodgins and Itakura [17], where a rate change indicator is sent within the stream. The drawback ofthis scheme, however, is that it requires changes to the MPEG-2 standards. Alternative approachesfor clock recovery in variable bit-rate streams include the use of a control system for frequencyestimation and adjustment in order to provide constant average delay through the bu�er [44]. Inthe simple case of elementary variable bit-rate streams, another option is to keep a constant numberof frames in the bu�er instead of constant bu�er occupancy. By estimating the frame rate, theproblem then becomes a constant rate problem again. However, this cannot be done in the case ofMPEG-2 Transport Streams since the arrival rate of the access units of the stream varies throughtime generally.A last approach is based on the observation that although the quality of the reconstructed clock isdegraded even with moderate amounts of jitter, the jitter does not not cause the MPEG-2 Systemsdecoder bu�er to overow or underow [50]. This suggests the possibility of combining the twobu�ers |the dejittering bu�er and the system decoder bu�er| and providing a constant amount ofdejittering space in the system decoder bu�er by subtracting an o�set from incoming PCR values.The e�ects of jitter on clock recovery can be minimized through the use of a jitter estimator tocalculate the jitter on a per-packet basis and by restamping incoming transport packets containingPCR values based on the estimated jitter. E�cient techniques to estimate the end-to-end jitter foundin the literature [33, 32] can be used by the jitter estimator. However, in any case, the network hasto be able to guarantee a speci�c worst-case delay and bound the overall jitter. Bounded low jittermeans a less complex PLL at the decoder end which minimizes the cost in a set-top box not only
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Figure 4.1: Delays experienced bytransport packets containing PCR val-ues under PCR-unaware scheme for a4 Mbps MPEG-2 Transport Stream.
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PCR-unawareFigure 4.2: NTSC color sub-carriergeneration frequency of a 4 MbpsMPEG-2 Transport Stream underPCR-aware and PCR-unaware packingschemes.because of the complexity of the clock recovery process but also because of less memory required.Thus, the provision of QoS in the ATM network is critical.Finally, synchronization in distributed playback environments must be imposed using specialfeedback algorithms as noted in [40]. In those cases, clock information from the correspondingdecoders is fed back to the source which then may take appropriate action to ensure that all thedecoders are synchronized within a close range.4 ExperimentsTo evaluate the impact of some of the issues discussed above, we present some results fromsimulation experiments with MPEG-2 Transport Streams sent to an MPEG-2 decoder over an ATMnetwork.We start with a simple experiment to show the impact of the PCR-unaware scheme on theclock recovery at the MPEG-2 Systems decoder PLL. We send a 4 Mbps CBR MPEG-2 TransportStream through an ATM network under both PCR-aware and PCR-unaware schemes. In this case,the packetization jitter for the PCR-unaware scheme is approximately 376 �seconds. The delaybehavior is shown in Figure 4.1. The quality of the recovered clock on the receiver side is heavilydegraded in the PCR-unaware case as opposed to the PCR-aware case even though the transportrate is relatively high (Figure 4.2).In a second experiment, a dejittering bu�er is deployed at the destination to minimize the e�ectsof packetization jitter due to the PCR-unaware scheme. We now send a 9.4 Mbps CBR MPEG-2Transport Stream under PCR-unaware scheme. As shown in Figure 4.4, when dejittering is used,the quality of the recovered clock is perfect with no disturbances compared to the standard case inwhich the incoming stream is used directly to recover the clock for synchronization. However, thedi�culty is that the maximum jitter must be known a priori so that the dejittering bu�er can bedesigned to never underow or overow. This may be di�cult in some environments.A third experiment is presented to show that the network itself should provide some levelof quality-of-service and that dejittering schemes on the receiver side do not always solve theproblem. In this experiment we vary the quality-of-service given by the ATM network by using twodi�erent scheduling strategies: the well-known FIFO and a fair-queueing scheduling discipline thatprovides bandwidth guarantees to the end-to-end sessions referred to as Frame-based Fair Queueing
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Figure 4.4: PAL color sub-carrier gen-eration frequency of a9.4 Mbps MPEG-2 Transport Streamsent through an ATM network underPCR-unaware scheme with and with-out jitter compensation in the MPEG-2 Systems decoder.(FFQ) [46]. We again send the 9.4 Mbps Transport Stream through the ATM network under heavyload conditions (95%) and obtain the delays and the recovered clock on the receiver side. The ATMnetwork topology used is shown in Figure 4.3. It consists of �ve cascaded ATM switches. Theswitch nodes are non-blocking, output-bu�ered crossbar switches. The MPEG-2 Transport Streamis sent through all the cascaded switches to the display device at the other end. At each hop of thenetwork, the end-to-end video stream shares the network link with cross tra�c generated by a setof cell sources. All the cross-connections are between nodes that are connected to adjacent ATMswitches.The maximum jitter experienced by transport packets containing PCR values under FIFO isapproximately 22 msecs as shown in Figure 4.5. This results in unacceptable quality of the recoveredclock for the FIFO case even with the use of a 10 ms dejittering bu�er on the receiver side asillustrated in Figure 4.6. The use of FFQ provided the necessary level of quality-of-service insidethe ATM network so that the recovered clock has acceptable quality and minimum disturbances.However, although the quality of the recovered clock was unacceptable under FIFO, the playoutbu�er dynamics remained almost the same compared to the case when no network load is present(Figures 4.7 and 4.8). This suggests that the provision of clock synchronization and acceptable clockquality is much harder to attain than avoiding underows and overows in the playout bu�er.5 Summary and ConclusionsIn this article, we reviewed the key issues involved in transporting MPEG-2 streams over ATMnetworks. The maturity of the ATM standards has made the deployment of such services feasible.Currently, the deployment of MPEG-2 over ATM is realized through the use of CBR MPEG-2Transport Streams. ATM Forum has chosen AAL5 as the preferred choice for adapting MPEG-2 transport packets into ATM cells, and the PCR-unaware packing scheme for the encapsulationprocedure for both the CBR and VBR cases. As shown in the experiments, these choices mayintroduce problems in the end-to-end quality. It is currently left to the speci�c implementation todeal with the jitter or losses introduced by the end-to-end path and provide the appropriate levels
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Figure 4.8: Bu�er occupancy at theMPEG-2 Systems decoder with 95% net-work load under FIFO scheduling disci-pline.of quality to the end-user. The design of such systems should consider optimizing the end-to-endpath as a whole rather than the speci�c components of the end-to-end path.As the demand for the support of VBR MPEG-2 over ATM networks grows in order to increasenetwork utilization, new schemes should be identi�ed to maximize both the quality to the end-userand the network utilization. The ATM Forum Service Aspects and Applications (SAA) Sub-WorkingGroup is currently in the process of selecting the type of service required to achieve this. Experimentswith new statistical schemes with rate renegotiation for VBR MPEG-2 are necessary to understandhow all the issues inuence the quality to the end-user under VBR service. The new schemes shouldbe able to capture the bitwise linear properties of the transport rate of MPEG-2 Transport Streamsand either statistically estimate or deterministically decide upon the renegotiation points so thatnetwork utilization is maximized, while the quality remains at acceptable levels. This is a challengingproblem. Also, algorithms that �nd the optimal or sub-optimal renegotiation points for live sourcesneed to be further investigated.While many challenges remain in transporting MPEG-2 video streams e�ciently over packetnetworks, the standards infrastructure necessary for supporting high-quality audiovisual servicesover such networks is emerging fast. Although much of the discussion in this article was centeredon ATM networks, many of the issues apply to general packet-based networks equally well. Withthe anticipated deployment of high-speed national backbone networks capable of supporting video
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