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Abstract

We describe a new hybrid approach to modeling and animatingas. A pre—defined skin is
modeled as a triangle mesh, such as may be purchased froitedmligdel vendor, or generated with a
typical modeling program. This skin is then attached to tigaulying bone, muscle, and tissue model.
The rest shape of the skin is exactly as given in the surfadehaf the animal. Internal components —
bones, muscles, and general tissue — are directly modetbdneingle meshes or ellipsoids. Changes
in joint angle result in changes to the position of bones ageralized tissue, and in changes to
the shapes of muscles. The attached skin vertices move ldthunderlying components, resulting
in natural-looking deformations to the animal modeled. sThiternative approach to modeling skin
allows for greater realism or detail without requiring mazurate internals, and it allows pre—existing
animal models to be realistically deformed using an anatalyi based method.
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1 Introduction

Obtaining models of objects for computer animation has benefited subdfiafiom the tremendous
amount of research and development, both academic and industrial, in thalgeeas of digital mod-
eling and computer-aided geometric design. A vast array of models of objeatschairs to cars to
buildings are readily available, as are numerous sophisticated modefingaee packages capable of
creating complex models. As a result, one can with relative ease create cosopleas of arbitrary
design.

Animation of such objects has received quite a lot of attention, as well. Nechniques have
been developed, ranging from simple kinematics to sophisticated pleysiatations. Very realistic (or
intentionally unrealistic) motion of objects is possible, with athaggree of control. The results can
be seen quite impressively in recent commercials and films, in which animatgelsrere seamlessly
integrated into live-action scenes.

However, the same cannot be said concerning humans and animals, at leastagyea This may
be partially attributed, particularly in the case of the modeling, &3'ttead start” inanimate objects have
received; for example, the automobile and aerospace industries startedgvankmodeling paradigms
and techniques many decades ago. Humans and other animals have highly ctvaypéssx and are quite
difficult to model, accounting for the remainder of the difficulty.

Motion control has been the subject of much research [27, 14, 18, 49, 133,1%, 3], but producing
a desired motion is still quite difficult. If the motion is intendidbe realistic (rather than cartoon-ish),
then the problem is exacerbated further by the fact that humans are exceestingitive to the most
subtle errors in movement or surface deformation.

This state of affairs is most unfortunate, as humans and other animals\poetant, and becom-
ing more so, in computer animation. In addition to uses in the enter&hindustry, applications of
animation of living beings are becoming quite important in the fiefdsiedicine, surgical procedures,
biomechanics, ergonomics, and the like.

Recent research in human modeling and animation has turned towards anatonaisatlynrethods,
using underlying tissues to generate the surface shape [36, 37,]48@her class of approaches have
attempted to deform an a-priori-defined surface model of the being, usihg@techniques to relate
changes in joint angles segment positions to changes in the “skin” 28,62 30]. We present a hybrid
modeling and animation approach that combines the advantages of each of tvasespreinrelated
paradigms. Like previous anatomically based approaches, the underlpithgj wonsists of individual
muscles, bones, and generalized tissues, which mimic actual componentsaoirtat body. Previous
approaches automatically generated skin from these underlying componbiggshieWw method instead
takes a pre—existing skin defined by a polygonal mesh and attaches it todéeying components. In
this way, we are able to take advantage of the strengths of both the acaltgipased approach and the
more traditional approaches.

Our modeling approach involves the following steps: (1) obtain fasamodel of the desired animal,
or create one using a modeling package sucls@s Alias/Wavefronfl], (2) triangulate the surface
model, if not already triangles, (3) specify a body hierarchy and restiposfiat fits within the surface
model, (2) design individual muscles, bones, and generalized tissuestxiapgtely fit within the skin,
and (3) attach skin surface vertices to the nearest underlying tissue.

Once the animal model has been defined and the skin attached, animation is adwdrgdisle-
scribed in [48, 50]. Examples from our work on anatomically based magletin be found on our web
site: www.cse.ucsc.edu/~wilhelms/fauna.

2 Background and Related Work

Recent television commercials and feature films [10, 39] have featured animatexhs and animals of
impressive complexity. Through a highly laborious process|ekinodelers digitize physical models,
which are then painstakingly animated by highly trained and talented ansnatith human effort and
CPU time are considerable.

From the early days of robotics and animation research, robots, humams/sand other articulated



bodies have been represented using a tree-structured hierarchy of rigidrstsgconnected by flexible
joints. These hierarchies are generally constructed in the shape of tedying skeleton [4, 6, 31].
Historically, most representational and modeling schemes for humans andlatiave been based on
such hierarchies; beyond that, they diverge greatly in how (and if)kimeasd internal components are
modeled and deformed.

There are many ways of classifying research related to ours; one way is itegdish between
methods that attempt to deformpse—existingskin surface model, and those trggneratethe skin
surface. Our work brings together two previously disparate classegthiods for modeling animals for
animation; accordingly, in the next sections we outline and give elesb each class.

2.1 Deforming a Pre-Existing Skin

Given the ubiquitous tree-structured hierarchy of rigid segmentstaseddel the skeletons of animals,
and an existing polygonal model of the human or animal’s surface (sor@gthe skin, but often skin,
clothing and/or hair), the problem becomes how to modify the paostiaf the polygons’ vertices (or
smooth surface control points) in response to changes in the hier&mhgxample, if the angle between
the segment representing the upper arm and that representing the lowerargesHi.e., the elbow
bends), how do we modify the nearby surface vertices so the “skin” deforthe desired fashion?

It appears in the earliest days, polygon vertices were simply projected oioiwrthe lines represent-
ing the segments, and were transformed along with the point of pi@jedtlearly, for any significant
joint angle changes, the polygons around the joints would defopteasantly.

Magnanent-Thalmanet al. [29, 30], describe a method in which there is associated with each joint
a specific transformation, which they calj@nt-dependent local deformaticor JLD. They utilize a
conventional segment hierarchy surrounded by a polygonally modeled harides around joints are
transformed by an ad-hoc method that linearly interpolates positioesl lmestheir proximity to the joint
and the joint angle. Gourret al. [20] used a enhanced this approach with a (skin surface) finite element
method [42, 30, 12, 43] to model skin deformations of a hand duniagging.

Komatsu [26] presents a technique in which a hierarchy is covered with peeéiguartic Bezier
patches and Gregory patches. Control points surround the segmegtsnéral, the control points are
transformed along with their underlying segment, but the transition is modified according to the
angles of nearby joints; this keeps the surface smooth and non-intelgg@earound the joints, and
simulates muscle bulging due to flexion.

Gascuel extracted a spline surface around a skeleton [16]. Sometimesftiw 381 geometrically
adjusted during motion to mimic deformation [21]. Turredral. used a deformable, elastic skin for
character animation [45].

A variant of this class of methods have attempted to use a pre—definedskally a polygonal mesh
or spline surface of some type), which is embedded in some space—fillictjdn whose purpose is to
deform the skin surface in response to movement of the hierarchy. Moccakzdtagmenat-Thalmann
[32] animated a polygonal hand placed over a hierarchy using Dirichelet freeefeformations to model
the wrinkling of the palm and undersides of fingers due to jointlexMark Henne's layered approach
[23], used whichimplicit fieldsto simulate body tissue. Chadwielt al. layered approach [11] used
free-form deformationg8]. Singhet al. also used implicit functions to simulate skin behavior [40].

2.2 Generating a Deformable Skin

Various researchers have utilized implicit functions to represent thenmlbof a body, where the skin is
defined to be an isosurface. In some cases, transformations or modifiagttbesmplicit functions are
used to model deformations of the skin.

Badleret al. mimicked deformable material in early work by covering the body with maoheges
[5], while Herbison-Evans used ellipsoids to represent each segmdnt B¥hn’s seminal work on
implicit surface modeling included a “blobby man” made by extractingréase from around an articu-
lated skeleton [7]. Bloomenthal [8] describes how a hand may be modelleg psiygons and lines as
primitives, which are convolved to form another type of implicit sue.



Generally, implicit surfaces are rendered either directly [7] or by grid—s$iangvoxelizing the
implicit function and producing a polygonal surface from those samgé.g., the “marching cubes”
algorithm of [28]).

The work presented in this paper is directly related to that found in [08, Which shows that
an anatomically based modeling approach can achieve a good balance between realisenedfid t
ciency needed for interactivity. Underlying bones, muscles and generalizedgiare used to generate
a skin surface, using the “marching cubes” algorithm. Anatomically basetklng is also described
by Scheeperst al. [36, 37]. Their emphasis is on accurate modeling of bones and muscles, Suba
preliminary results of generating a skin using the same technique. eBeanch described here differs
from and extends that work in that we show that an anatomically based appowdbh fnternals of an
animal may be used to deform a pre—existing skin.

Natural-appearing skin, fur, and hair are complex but important compgsraérealistic models.
Hanrahan and Krueger demonstrated realistic skin tones [22]. Notewfortf25, 35, 46] and hair [2]
have been produced. Reaction-diffusion approaches [44, 51] and “spet i can simulate textures
resembling animal fur. Like [48, 50], we can model hair or fur atop ow—Kisting skin using the
technique described in [46].

3 TheBasic Underlying Model

Most of the basic model of the horse is created using the techniquedsesieri48, 50]; we describe it
here briefly for context and completeness.

The horse model has 81 segments, including all segments connected bymmajog joints in a
vertebrate body: skull, jaw, vertebrae, pelvis, arms, legs, wristdeanfingers, and toes. All joints are
capable of three revolute degrees of freedom, but their range can be lbyiteghaximum and minimum
angle.

The skeleton and generalized tissues are modeled as triangle meshes odslliphese components
do not change shape during motion, but are each attached to a particular segtherhierarchy, and
thus move relative to one another.

The horse skeleton consists of 45 individual triangle-mesh bones baszetiuman skeleton model
from Viewpoint DatalLab$§13] and altered usin§Gl Alias/Wavefrorgoftware [1] to be more horse-like.
There are 42 ellipsoidal bones for the tall, feet, ankles, lower frorst, leggr legs, sacral vertebrae, skull,
and jaw. The unadorned skeleton in rest state can be seen in Figure 1. Gexdiatue is represented
by 17 ellipsoids, shown in purple in Figure 4.

Figure 1: The foundation of the internal components - the skeletbroritains both ellipsoidal and
polygonal mesh bones. Notice the simplification and approximationvelat a true horse skeleton.



3.1 Muscles

Muscles are an elastic tissue, capable of contracting. Contraction of a neassles the bones to which
they are attached to pull toward each other, causing joint motion (flexiertension). Contracted and
shortened muscles bulge, and relaxed and stretched muscles become thinngingsekih changes
shape in response. In our modeled animal, the reverse happens — muselelshragebecause ofoint
motion, resulting in realistic skin deformations during animation

Our muscle model is that introduced in [50]. Briefly, muscles are st on the bones using
two origins and twoinsertionson parametric locations on the bones. Between these sets of origins and
insertions, a default discretized, deformable cylinder is generated autathydby the system (Figure 2).
There are no explicit tendons.

Figure 2: Typical defaultleformed-cylindemuscle. The muscle is defined by twaigins (red and
green spheres at left) and twasertions(same at right). The wireframe view shows eight yellow cross-
sectional slices, connected by red edges to form a polygon mesh. The steoaiol green lines are slice
coordinate frameZ — andY —axes. The shaded polygon mesh is shown above.

The muscle cylinder’s (Z) axis is a curve that runs from a point naighvetween the two origins
to point midway between the two insertions. Generally, the cylinddidsretized into 7 longitudinal
muscle sectiondemarcated by 8 elliptical cross-sectiomstites as shown in Figures 2 and 6. The
result is a polygonal mesh model of the muscle. A parametric trilineantiom (atri—affine function is
defined by adjacent slices, and is used to locate and move skin vertices. Te-faiffations are defined
on adjacent cubes so that they map each shared corner of their cubes to the sarsesqaing that they
combine to make &0 continuous transformation. Related ideas are found in free-form defiormsaif
computer modeling [38].

Default rules modify the X and Y dimensions of the muscle on succeskogs §rom origin to
insertion; the vertex locations for the intermediate slices are scaledandXyY to produce a fusiform
shape, larger in the middle slices than in the end slices, and larger acr@gsttamn in thickness (in Y)
The polyhedral vertices of the muscle’s surface lie in the XY plane of edsh sirranged symmetrically
around the slice coordinate frame origin, discretizing the ellipse. Atmber of vertices in each slice is
under user control. Figure 2 connects the muscle vertices within each dlicgelNow lines, and muscle
vertices between slices by reddish lines.

The user can interactively alter the size and cross—sectional aspect ratio ofle nthes orientation
and location of slice coordinate frames, and the locations of originsresgdtions. Figure 3 shows the
non-default muscles shapes for the front leg, which illustrate thiesmf this section.

Muscles are not directly animated; rather, a joint angle change in the higreacise one or more
bones associated with the affected segments to move. When this happeetatibe positions of the
origins and insertions of muscles on these bones change, and the systematially recalculates the
shape based on these new positions. A new default shape is found, andhtically adjusted using the
user-specified non-default muscle parameters described in the previoos secti

Muscle width and thickness are then scaled to maintain approximately conutante volume as
the joint angle changes. Volume is preserved exactly in regions betwegliepslices, and is changed
as a second order effect in regions between two nonparallel scaled slices. Riegaining end slices
vary in volume, as end slices (which are connected to the bones) do not chapge §xact muscle



Figure 3: The front left leg muscles of the horse, shown in outihleft, with origins and insertions as
spheres, and shaded at right. These muscles are all non-default shapes.

volume preservation, however, is not necessary for realistic deformatim exact volume preservation
of muscles is not biologically justified (consider isometric contramtiorhis process is repeated with
every change in joint angle.

Figure 4 shows all of the muscles used in the horse model. The muselestaemely simplified
relative to a real horse.

4 SKin

In our system, the skin is a pre—existing triangle mesh, obtairad Yiewpoint DataLabg13], as
shown in Figure 5. There are several things to note: the relative camsef the model — there are
2,027 vertices and 4,050 polygons, and that the horse is somewliedtput fairly realistic.

The skin is an elastic triangle—mesh surface that is attached to underlyimgpoents but can move
relative to them. The novel contribution of this paper is the dematistr that the methodology for skin
deformation in response to deformation of the underlying tissuemdaoced and used in [48, 50], can
be applied to pre—existing skin, allowing anatomically realistic deftions to be applied to standard
boundary-rep digital animal models.

4.1 Anchoring Skin

Once the bones, muscles, and stuffing tissue have been defined, in a $agerchiecanchoring each
vertex in the pre—existing triangle-mesh skin is associated with tegest underlying body component.
The anchorof a particular skin vertex is the nearest point on its underlying carapb More im-
portant for animation is theirtual anchor, which is the initial position of a skin vertex relative to its
underlying component. The anchors and virtual anchors are stored parametarthe local space of
the component. If shape changes occur in the underlying component, thepm@smitted through the
anchors and virtual anchors, to affect the skin vertices correspondinggh &kin vertex is considered



Figure 4: The bones, muscles, and stuffing. Notice the simplificafitine musculature.

Figure 5. The original polygonal mesh skin model from Viewpoifihe flat-shaded image on the left
shows the relative coarseness of the model.

to be connected to its virtual anchor by a spring of rest length zero, anec#fied spring stiffness. (See
Section 4.2.)

In theanchoringprocess, we find the nearest underlying component of each skin vertex, wogver
that skin vertex to a parameterized local location relative to the componelgt@img this local position
of the skin vertex as its virtual anchor.

We have three distinct types of geometric primitives to which we maghtskin vertices: ellipsoids
representing the stuffing and some of the bones, polygonal meshesraprgshe more complex bones,
and the discretized cylinders representing the muscles.

In the first case, the problem is to find a point on the surface of thgselli, nearest the skin point.
As the solution of the equation for an ellipsoid with a given poinlyagives the distance from the, a
Newton—Raphson method [48] is used, iterating until a user—spedaifiecnce or iteration count limit
is hit; the location at termination of the iteration becomes a candidate apolmt.

Anchoring skin to triangle—mesh bones is a straightforward procesamdforming skin vertices into
the coordinate system of the bone and scaling by the size of the bangigling box in each dimension.
The resulting point on the bone becomes a candidate anchor.

Anchoring points to deformed-cylinder muscles is a more difficult Bueresting problem. One
cannot simply apply a method like that used for the bones and map theeskax into the frame of a
singe slice, because one would get abrupt changes in skin shape as theanasgked shape (due to the



change in mapping from one slice frame to the next). The tri—affaresformation mentioned earlier is
defined the space between the planes of the two slices in rest positiotrattéormation is inverted,
and the skin point is then transformed with it to get a parametric reptatsemin the coordinate frame
of the segment between two slices. This parameterized position becomes ttiddtayvirtual anchor
for the skin point. In Figure 6, the lighter skin vertex lies neateshe muscle segment between slices 4
and 5, and will be mapped to a parametric location in this region. Detiitgsoprocess can be found in
[50].

A skin vertex may be near several underlying components of different tyfyesomputing, as just
described, the nearest point on each underlying component, we simplyecti@oslosest one and use
that as the anchor. This expensive process is done just once, at thkeindhoring time.

Insertions
Skin Vertex is Mapped to
Parametric (s,t,u) Position
Relative to Red Cell

Skin Vertices _—»

Parametric Trilinear Cell
Bounded by 8 Muscle Vertices
Between Slices 4 and 5.

Mapping Skin Vertices to Parametric
Locations Relative to Muscles

Figure 6: lllustration of mapping skin vertices to parametric tekn functions over muscle segments.
The lightest skin vertex lies between muscle slices 4 and 5, and is mappeshify, ¢, u) coordinate
system defined by the eight muscle vertices shown in red.

4.2 Deforming the skin

When joints in the hierarchy move, the skin, muscles, and stuffing rfvatle the muscles automatically
re—shaping as described earlier). In order to model the deformation okithese to this motion, the
skin vertices must be transformed as well.

Each skin vertex is connected to its virtual anchor by a spring (with zetdaegth and a user—
modifiable default stiffness), and to each of its neighboring vertices dgwitd rest length equal to the
initial distance and a user—-modifiable default stiffness). These are ase@scribed below, to give the
animal an elastic skin.

For the ellipsoidal stuffing and polygonal-mesh bones, the (ipfiasitions of the skin vertices are
found by transforming the previous position (in the local cooaté frame of the underlying closest
component) to world space, using the new relationship between local atdispaice. The process is a
bit more complex for the muscles: when the body is moved, new wpHddespositions are calculated for
the slices (see Section 3.1). Then for each adjacent pair of slicas@arametric trilinear transformation
is defined. Virtual anchor points associated with this segment are mappadorrametric to world
space, using the new tri—affine transformation, infévevard direction. Each virtual anchor provides an
initial skin position for its corresponding skin vertex, forgthody configuration.

Together with other forces and constraints in the system, these springsought into equilibrium by
means of a series of relaxation operations. The initial skin positfoms, which relaxation commences,
are provided by the positions of the virtual anchor, as described indBettl. Relaxation operations
continue iteratively until a user-defined convergence tolerance is reachediser-defined maximum
number of iterations has occurred. Figure 7 shows the effect of this relaxatocess. The smooth
redistribution seen in the right image is important to achieve a abfyppearance for fur [46] or skin
with markings.



Figure 7: This figure illustrates the concepts of anchors, virtual ascland elastic relaxations where
the skin is anchored on two neighboring segments. Skin vertices arectedrby brown edges to form a
triangle mesh. In the left image, skin vertices coincide with their alrinchors, as no elastic relaxation
has been done. In the right image, after elastic relaxation, the virtual apokitions are unchanged,
while the skin vertices have been redistributed more uniformlyolth images yellow lines connect skin
vertices to their muscle anchors. In the right image red lines connect itheeltices to their virtual
anchors, showing the displacement necessary to equalize spring forces.

User—controllable parameters can be applied to the skin to makdlifrom a stretched position
toward its rest state more strongly thapitshedack when it is compressed, and to make the skin appear
more smooth by adjusting the model so that the skin is slightitcdted in its extracted configuration.

Figure 8: All components of the horse, shown with a wireframe rendeuf the original skin model.
Again, note the rather coarse nature of the skin model.

5 HowtoBuild aHorse

Given a pre—existing skin model (such as the horse we used for thes)@am the software for designing
hierarchies, bones, muscles, and stuffing, how does one end up with aeteygiiimatable horse?
Here’s what we did:

1. Acquired a polygonal model of the desired animal. These can be purchasedlifyital model
vendors such agiewpoint DataLab$13] (as we did), or created using modeling software such as
SGlI Alias/Wavefronfl].

2. Examined the skin, and decided on a tree structure and number of segriidnimodified the
monkey hierarchy used in [48], in particular removing the extraneogsifgand toes.



3. Fit the hierarchy within the skin, taking into account the locatibtine joints. We created images
of the original skin model, and used them as background texture malps design software; the
images were then used as templates to define the initial layout of the hiefarabl as billboard
painters project a slide of the desired image on the billboard in oadskétch in the outlines),
helped along by consulting books displaying horse skeletons [19, 41

4. Modified the design software to read in the horse skin. Read in thetskngulating all polygons
with more than three vertices.

5. Transformed the hierarchy to approximately place the now—defined skéistde the skin, taking
advantage of our ability to display the skin translucently.

6. Added bones, again consulting [19, 41]. Some bones were taken feomahkey model used in
[48, 50], which had been modified from polygonal bone models fxéewvpoint Datal ab$13];
others were ellipsoidal bones, sized to fit the location in question.

7. Interactively added stuffing ellipsoids to the model.

8. Added relatively few default muscles where it seemed muscle-defined madmessential, and
interactively shaped them to fit the skin.

9. Fine—tuned the dimensions of the hierarchy, bones, stuffing, asdesuto more closely fit inside
the skin.

10. Attached the skin as described earlier and in [48, 50].

At this point, we had a complete horse model with pre—defined skin attagitédh would now
transform according to changes in the underlying bones, muscles, afidgstdthis sequence actually
contains a loop: After attaching the skin and animating the horse, wé&lwietect problem areas, and

return to steps 5 to 9 as needed. For example, we found small musclesowtrddgs to be essential to
maintain shape during motion.

6 Resultsand Discussion

In creating a model for animation, the user would be working from an er(@g paper or only in his
mind’s eye) or a sculpture, or the like; in any case, the most importéamg tin terms of the ultimate
use, is that the outward shape of the skin conform to the designedsofdwhat it should look like. The
“internals” are likely to be of no direct interest at all to the animator.

Approaches that attempt to generate skin atop a hierarchy (e.g., [26]) temddoce excessively
smooth, unrealistic skins; such an approach may be quite useful, bowewsome types of animals
(e.g., a snake or starfish).

Approaches using blended implicit primitives (e.g., [7]) also tendrwdpce excessively smooth
surfaces, and it appears that the generation of any sort of realistic surfatatlveoexceedingly difficult.
Convolution surfaces (e.g., [8]) have done a passable job at mogdfmgxample, a hand, but again it
would likely be quite difficult to effectively model an entire animal.

While these various approaches may have some elegance and/or technieedisting aspects, they
are in a sense “backward” from how an artist, modeler, animator, or technieatdli likely approaches
the whole problem. One would have to attempt to “reverse engineeddhizged skin shape by either
crafting the underlying primitives (e.g., density fields, ellipsoidtc.) properly; this “backward” ap-
proach would seem awkward at best, and it appears that it would be nearlysitvipds use any of these
techniques to create an arbitrary skin surface shape.

Attempts to model the deformation of skin by applying various tealmscto transform a surface-
only model based on joint angles and segment positions have metmitedisuccess. Methods such as
[29, 30] do work to some extent, but are ad-hoc, must be tuned fgoitits, most likely fail for any sort
of twisting, and may be difficult if not impossible for complexnts such as hips or shoulders.
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The methods in which an a-priori surface is embedded in a function (828, 11, 40]) seem to be
a step in the right direction, in that they also use a pre-formed geskim surface representation. While
gross deformations such as muscle bulging due to flexion have beemsieated, these approaches are
again ad-hoc, and it seems that it would be exceedingly difficult to craft difynfunctions that would
produce realistic deformations in any case.

Given these shortcomings, and considering the tremendous increases isp€@dJand availability
of memory and disk space, researchers have turned to anatomically based appwitithesje success
[48, 50, 36, 37]. Their approaches create reasonably realistic skin suriddel,behave in a relatively
predictable and realistic fashion when the joints are moved. Howetke goal of modeling is to create
a model whose shape conforms to some a-priori criteria (an artistseqbion, a clay figure, an animal
digital model, etc.), then the user has the considerable task of creatieg bod tissues (muscle, organs,
etc.) whose effect together gives the skin the required shape.

This “shortcoming” is not so daunting as in the other approaches. lisctéempting to create a life-
like model of a specific type of animal, it may be possible to obtaiitally scanned (e.g., CyberWare)
models of the bones to use in a skeleton, and to use CAT or MRI scangtabekl the muscles and
other tissue. This would, one expects, be a very time-consumingliaskpssible. On the other hand,
at the present time there is little in the way of digital bone modeld,admost no data for other tissues,
so very few animals could be modeled this way.

Even given that one could get the skin's shape anatomically accurate by catefficat to detail,
the problem still exists that an animator may be requiripgaicular animal (not just a generic example
of the species), or a more stylized version than real-life. Furthereiftiimal to be modeled is merely a
figment of someone’s imagination, then anatomically accurate models of bashesumales simply fail
to exist.

The technique described in this paper attempts to remove these shoigsoByrusing a pre-defined
polygonal skin, we can create an animatable model for arbitrary skin shaps déforms with good
predictability and anatomical correctness.

For creating a model with anatomically believable skin and skin deformstthis approach doesn’t
require that the bones, muscles, and other tissue be modeled with agpkat fidelity (as, for example,
Sheepers [36, 37] would). Indeed, consider the high fidelity to natarakEhmotion as seen in Figure 9
and Figure 10, in spite of the very approximate skeleton (Figure Which are placed some fairly quick-
and-dirty muscles and stuffing (Figure 4). Figure 10 shows theehmendered with a fur-generating
algorithm [46].

On the other hand, the method described hegeiiresa pre—defined skin, while other anatomically
based approaches automatically generate the skin. Creating a complex and gelsdedal skin for
our approach is a non—trivial task, but so is the creation of bones, egjsuoid tissues that generate an
animal with the desired shape. One defining difference, then, between thessmistivhere they put
the most difficult work; current state—of-the—art in modeling sofeagives the creation of polygonal
skin a slight edge.

As noted earlier, the polygonal skin is quite coarse, a characteristicetinds to work quite strongly
against high fidelity of deformations. Consider that the monkey neatlel [50] had a generated skin
with approximately 150,000 triangles, while the horse skin usetigmwork had 4,050 triangles. Our
experience suggests that a more finely-tesselated skin would show evemmmpeessive results.

Further evidence of the efficacy of our approach can be seen in the accompadgogniich shows
the horse model in action. The trot was (very inexpertly) animated®firtst author, using as keyframes
the images from Eadweard Muybridge’s [34] animal motion sequence “DatkyRider”. Some frames
from the video are shown in Figure 11.

7 Future Work

Creating the joint-and-segment hierarchy and creating and modifyinmtiseles to fit inside the pre-
existing skin is entirely manual, and is quite laborious. Severalifications could improve this process
significantly:
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Figure 9: A selection of horse images. Notice the effect of individuasctas, and the ability of the
model to simulate both stretching and folds. The flat-shaded imagesshmoge clearly the natural
changes in the shape of the skin.

e Introduce simple inverse kinematics to allow the user to pull on it joi segment, and have a
constrained portion of the hierarchy above it move along with it. &kangple, one could adjust
the position of the leg sub-hierarchy by repositioning the foot.

e Enhance the process of modifying an existing hierarchy by automattzngianges. For example,
one could modify an existing spine by allowing the user to interattigpecify the positions of,
say, the first lumbar and first cervical vertebrae, and having the system lapgay interpolation

12



Figure 10: More horse images, showing again the realistic shapenaions due to joint angle changes,
and showing the fur-rendering algorithm used.

Ay 2
ty

to automatically position and scale the vertebrae in between.

Figure 11: Some frames from the animation of our horse trotting.

e For best effect, muscles and stuffing should be positioned relativelg ttothe skin, and have
shapes whose outward surface “follows” the shape of the skin it uedeflhis process is entirely
manual, and exceedingly tedious. It should be possible to have stensyutomatically “inflate”
a muscle in the direction of the overlying skin.
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e For areas of skin that overlie bone directly, or have only small orfiiscles intervening, it may
be possible to have the system automatically (or semi-automaticadigifyrthe shape or position
of the underlying bone to better match the skin's shape.

8 Conclusions

This paper describes a hybrid modeling and animation approach for humaoth@ndnimals, utilizing
an anatomically based representation of internal components, but which #flewse of separately-
created surface models of the skin. The result is that we can relatively effjcégrtt consistently, with
little artistic talent, produce believable, anatomically reasonable, @adiplg whole—body deformations
of a polygonally modeled animal or human.

We believe this is approach benefits from the advantages of both anatorbasdlgt techniques and
more traditional ad—hoc surface—deformation techniques, and avoitificsigt difficulties and short-
comings of these two previously disparate methods.
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