
Timestamping Schemes forMPEG-2 Systems Layerand Their E�ect onReceiver Clock RecoveryChristos TryfonasAnujan VarmaUCSC-CRL-98-2May 4, 1998Board of Studies in Computer EngineeringUniversity of California, Santa CruzSanta Cruz, CA 95064abstractWe propose and analyze several strategies for performing timestamping of an MPEG-2 Transport Stream transmitted over a packet-switched network using the PCR-unawareencapsulation scheme, and analyze their e�ect on the quality of the recovered clock atthe MPEG-2 Systems decoder. When the timestamping scheme is based on a timer with a�xed period, the PCR values in the packet stream may switch polarity deterministically, at afrequency determined by the timer period and the transport rate of the MPEG signal. This,in turn, can degrade the quality of the recovered clock at the receiver beyond acceptablelimits. We consider three timestamping schemes for solving this problem: (i) selecting thedeterministic timer period to avoid the phase di�erence in PCR values altogether, (ii) �ne-tuning the deterministic timer period to maximize the frequency of PCR polarity changes,and (iii) selecting the timer period randomly to eliminate the deterministic PCR polaritychanges. For the case of deterministic timer period, we derive the frequency of the PCRpolarity changes as a function of the timer period and the transport rate, and use it to �ndranges of the timer period for acceptable quality of the recovered clock. We also analyzea random timestamping procedure based on a random telegraph process and obtain lowerbounds on the rate of PCR polarity changes such that the recovered clock does not violatethe PAL/NTSC clock speci�cations. The analytical results are veri�ed by simulations withboth synthetic and actual MPEG-2 Transport Streams sent to an MPEG-2 Systems decoder.Keywords: MPEG-2, clock recovery, ATM networks, set-top box, MPEG-2 Systems layer.



1. Introduction 11 IntroductionMPEG-2 is the emerging standard for audio and video compression. By exploiting both spatialand temporal redundancies of the input signal, it achieves compression ratios of up to two orders ofmagnitude, enabling it to encode a video or audio signal to virtually any desired level of quality. TheMPEG-2 Systems Layer speci�es two mechanisms to multiplex elementary audio, video or privatestreams to form a program, namely theMPEG-2 Program Stream and theMPEG-2 Transport Streamformats. In jitter-prone environments such as a packet-switched network, the MPEG-2 TransportStream is the preferred approach for transporting MPEG-2 streams. An MPEG-2 Transport Streamcombines one or more programs into a single �xed-length packet stream. The use of explicittimestamps (called Program Clock References or PCRs in MPEG-2 terminology) within the packetsfacilitates the clock recovery at the decoder end ensures synchronization and continuity of MPEG-2 Transport Streams. For a brief tutorial of the MPEG-2 Systems Layer the interested reader isreferred to [16, 20].When transporting MPEG-2 encoded streams over packet-switched networks several issues mustbe taken into account. Some of these include the choice of the adaptation layer, method of encap-sulation of MPEG-2 packets into network packets, provision of Quality-of-Service in the network toensure control of delay and jitter, and the design of the decoder. At the decoder end, application-speci�c requirements such as accuracy and stability determine the approaches that should be takento recover the system clock [9]. A certain category of applications uses the reconstructed systemclock to directly synthesize a chroma sub-carrier for the composite video signal. The system clock,in this case, is used to derive the chroma sub-carrier, the pixel clock and the picture rate. Thecomposite video sub-carrier must have at least su�cient accuracy and stability so that any nor-mal television receiver's chroma sub-carrier PLL can lock to it, and the chroma signals which aredemodulated using the recovered sub-carrier do not show any visible chrominance phase artifacts.There are often cases in which the application has to meet NTSC, PAL or SECAM speci�cations,which are even more stringent. As an example, NTSC requires a sub-carrier accuracy of 3 ppm witha maximum long-term drift of 0.1 Hz/sec. In such applications, a standard PLL is often used torecover the clock from the PCR timestamps transmitted within the stream.The use of applications with stringent clock speci�cations requires careful design of the decodersince the decoder is responsible of feeding the TV set with a composite signal that meets therequirements. The demodulator in the TV set (Figure 1.1) has to extract clock information fromthis signal for the color sub-carrier regeneration process. The frequency requirements for NTSCspecify a tolerance of �10 Hz (which corresponds to �3 ppm) [3]. The central sub-carrier frequencyis 3.579545 MHz (or exactly (63=88) � 5 MHz). The corresponding values for NTSC and othercomposite signals are summarized in Table 1.1. The requirements above de�ne the precision of theoscillators for the modulator and thus, the minimum locking range for the PLL at the receiver end.There are also requirements for the short- and long-term frequency variations. The maximumallowed short-term frequency variation for an NTSC signal is 56 Hz within a line (or 1 ns/64 �s)whereas the corresponding value for a PAL signal is 69 Hz. This corresponds to a variation of thecolor frequency of 16 ppm/line in both cases [2]. If this requirement is satis�ed, we can obtain acorrect color representation for each line.The maximum long-term frequency variation (clock drift) that the composite NTSC or PALsignal must meet is 0.1 Hz/sec. The drift may be because of temperature changes at the signalgenerator and can be determined in an averaging manner over di�erent time-window sizes. In fact,
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Figure 1.1: PAL/NTSC demodulator system block (from [2]).Standard NTSC PAL (M) PAL (B, D, G, H, N)Frequency (Hz) 35795454 3575611.49 4433618.75Tolerance (Hz) �10 �10 �5Tolerance (ppm) �3 �3 �1Table 1.1: Speci�cations for the color sub-carrier of di�erent video formats (from [2]).the actual requirement1 for the color sub-carrier frequency (3.57 MHz � 10 Hz for NTSC) is anaverage value which can be measured over any reasonable time period. Averaging intervals in therange from 0.1 sec to several seconds are common [6].The degradation of the reconstructed clock at the receiver is caused primarily by the packetdelay variation (jitter). Three di�erent causes contribute to the jitter experienced by an MPEG-2transport stream as seen at the receiving end: The �rst is the frequency drift between the transmitterand the receiver clocks, which is usually small compared to the other two components. The secondcomponent of jitter is due to the packetization at the source, which may displace timestamp valueswithin the stream. Finally, the network may introduce a signi�cant amount of jitter, owing to thevariations in queueing delays in the network switches. In this paper, our focus is in the secondcomponent, the packetization jitter.The packet encapsulation procedure is the main cause for the packetization jitter. In thecontext of Asynchronous Transfer Mode (ATM) networks, two approaches have been proposed forencapsulation of MPEG-2 Transport Streams in ATMAdaptation Layer 5 (AAL5) packets: the PCR-aware and the PCR-unaware schemes [1]. In the PCR-aware scheme, packetization is done ensuringthat when a Transport Stream packet contains a PCR value it will be the last packet encapsulatedin an AAL-5 packet. This minimizes the jitter experienced by PCR values during packetization.In the PCR-unaware approach, the sender performs the encapsulation without checking whetherPCR values are contained within a transport packet. Therefore, the encapsulation procedure mayintroduce signi�cant jitter to the PCR values. The presence of jitter introduced by the adaptation1All the requirements stated above have been de�ned for broadcasting applications. If the composite signal is tobe displayed immediately, the requirements can be relaxed signi�cantly. In fact, home receivers can handle a muchwider range of frequencies and drift while ensuring good quality. However, the requirements are maintained in studioenvironments as good engineering practice.
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1 2 3 4Figure 1.2: PCR packing schemes for AAL5 in ATM networks.layer in this case, may distort the reconstructed clock at the MPEG-2 audio/video decoder. This,in turn, may degrade the quality when the synchronization signals for display of the video frameson the TV set are generated from the recovered clock.The two schemes are illustrated in Figure 1.2. In the PCR-unaware case, the packetizationprocedure does not examine the incoming transport packets and therefore, the second AAL5 ProtocolData Unit (PDU) is the result of encapsulating transport packets 1 and 2, whereas the third AAL5PDU results from the transport packets numbered 3 and 4. The PCR value in the second AAL5PDU su�ers a delay of one transport packet since it has to wait for the second transport packet toarrive before the PDU is formed. However, this is not the case for the third AAL5 PDU since thePDU becomes complete after the transport packet 4 arrives. On the other hand, the PCR-awarescheme completes a PDU if the current transport packet contains a PCR value. Thus, the secondPDU is immediately formed as a result of transport packet 1 which contains a PCR value. Thethird PDU does not contain any PCR values since it contains transport packets 2 and 3. Finally,the fourth PDU is formed and completed by transport packet 4 in its payload without waiting toreceive transport packet 5. It is evident that, for the PCR-unaware case, the process that insertsthe PCR values into the MPEG-2 stream at the sender may introduce signi�cant correlation onthe resulting jitter of the outgoing transport packets containing PCR values. The PCR-unawarescheme is the recommended method of AAL encapsulation in the ATM Forum Video on Demandspeci�cation [19].Several approaches have been proposed in the literature [1, 7, 8, 10, 18, 21] for the design ofthe MPEG-2 decoder to reduce the e�ects of jitter and provide acceptable quality for the decodedprogram. However, the impact of the timestamping process on the clock recovery at the decoder isnot well understood. Insight on a few aspects of the timestamping process with a �xed-period timer,when transporting MPEG-2 over AAL5 using the PCR-unaware packing scheme, was �rst given byAkyildiz et al. [1]. In that work, it was shown that transport packets containing PCR values mayswitch indices (between odd and even) in a deterministic manner with a period that depends on boththe transport rate and the timer period. This behavior was referred to as \pattern switch." Thise�ect can be avoided by forcing all the PCR values to occupy the same phase in the encapsulatedpacket stream, or by compensating for the phase di�erence at the receiver.In this paper, we analyze several strategies for performing timestamping of the outgoing MPEG-2Transport Stream and analyze their e�ect on the clock recovery process of the MPEG-2 Systems de-coder for applications with stringent clock requirements, assuming that the encapsulation procedurefollows the PCR-unaware scheme. We start with an analysis of a timestamping process based ona timer with a �xed period. We derive the deterministic pattern switch frequency as a function of



2. Analysis 4the timer period and the transport rate, and use it to �nd ranges of the timer period for acceptablequality of the recovered clock. Next, we analyze a random timestamping procedure based on arandom telegraph process [11] and obtain lower bounds on the rate of change of PCR polarity sothat the recovered clock meets the PAL/NTSC speci�cations. Based on this analysis, we considerthree timestamping schemes: (i) setting the deterministic timer period precisely to avoid the phasedi�erence in PCR values altogether, (ii) �ne-tuning the deterministic timer period to maximize thepattern switch frequency, and (iii) using a random distribution for the timer period to eliminate thedeterministic pattern switch behavior. To verify our analytical results, we perform several simulationexperiments with both synthetic and actual MPEG-2 Transport Streams sent to an MPEG-2 Sys-tem decoder, over both a point-to-point link and a multi-hop ATM network. Our results show that,for certain ranges of timer periods, the low frequency of the pattern switch results in unacceptablequality of the reconstructed clock. This contradicts with the hypothesis of Akyildiz et al. [1], whichstates that reducing the frequency of the deterministic pattern switch improves the quality of therecovered clock. For deterministic timer periods, �ne-tuning the timer to maximize the frequency ofpattern switch results in the best quality of the receiver clock.The rest of this paper is organized as follows: In Section 2, we analyze the e�ects of packetizationjitter on the PAL/NTSC clock recovery process due to the PCR-unaware scheme, using a standardPLL in an MPEG-2 Systems decoder under both deterministic and probabilistic timestampingprocedures. Based on this analysis, we propose a number of timestamping schemes for the senderso that the quality of the recovered clock at the decoder is acceptable in Section 3. In Section 4, weevaluate the schemes by simulation using a standard PLL employed in an MPEG-2 Systems decoder,with input from both synthetic MPEG-2 traces and actual MPEG-2 Transport Stream traces thatare sent through a multi-hop ATM network. Finally, we conclude the paper in Section 5 with asummary of the results.2 AnalysisIn this section we provide an analysis of the e�ects of packetization jitter on the MPEG-2 decoderPLL. We �rst start with the modeling of the actual PLL and derive the transfer function to be usedin the analysis. Next, we proceed to characterize the input signal at the PLL resulting from thetimestamping and encapsulation schemes at the transmitter. We consider two distinct classes oftimestamping schemes. In the �rst, timestamps are generated by a timer with a deterministicperiod; and in the second, the timer periods are drawn from a random distribution. In the �rst case,we derive the pattern switch frequency as a function of the timer period and transport rate of theMPEG-2 stream, which provides the phase of the input signal at the receiver PLL. In the secondcase, we use a random telegraph process to model the e�ect of the timestamping process, and useit to derive the variance of the recovered clock. This enables us to derive a lower bound on therequired rate of change of PCR polarity in the packet stream to maintain the receiver PLL jitterwithin the speci�cations.2.1 Derivation of Transfer Function of the Decoder PLLWe follow an approach similar to that in [12] for traditional PLLs. The main di�erence in ouranalysis is in the nature of the input signal. In our case, the input signal is a linear function asshown in Figure 2.1, whereas in the case of traditional PLLs, the input signal is considered to be a
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Figure 2.1: Actual PCR function and PCR function used in the analysis.sinusoidal function. Before continuing with our analysis, we de�ne some notations and assumptionsused.Although the PCRs arrive at discrete points in time, we can assume that the incoming PCRsform a continuous-time function S(t) that is updated at the instants when a new PCR value isreceived. We can model the incoming clock with the functionS(t) = fe � t+ �(t); (2.1)where fe is the frequency of the encoder sending the MPEG-2 stream and �(t) is the incoming clock'sphase relative to a designated time origin. As indicated in Figure 2.1 there is a small discrepancywhen modeling the incoming clock signal. The actual incoming clock signal Ŝ(t) is a function withdiscontinuities at the time instants at which PCR values are received, with slope equal to fd foreach of its segments, where fd is the running frequency of the decoder. For the sake of convenience,however, we use S(t) in place of the actual PCR function Ŝ(t), since the time between any twoconsecutive PCR arrivals is bounded by the MPEG-2 standard and equal to at most 0.1 second,which makes the two functions to be very close.Analogously, the system time clock (STC) corresponds to the functionR(t) = fd � t+ �̂(t); (2.2)where �̂(t) is the incoming clock's phase relative to a designated time origin. Therefore, referring tomodel of the PLL in Figure 2.2, the error term after the subtractor is given bye(t) = S(t)�R(t) = (fe � fd)t+ ��(t)� �̂(t)� : (2.3)Without loss of generality, we can assume that fe = fd. Let us denote this with fo and insertany frequency di�erence in the phase terms. We can now work with �(t) as being the input to ourcontrol system and with �̂(t) as being the output of the counter as shown in Figure 2.2. Thus,Eq. (2.3) becomes e(t) = �(t)� �̂(t): (2.4)
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Figure 2.2: Equivalent model of the PLL used.The frequency f(t) of the VCO is a function of v(t). The nominal value of this frequency isassumed to be f0 and when v(t) is applied, it becomes f0 +Kv(t) where K is the gain factor of theVCO. It is obvious that dR(t)dt = f0 +Kv(t): (2.5)By de�nition, R(t) = f0t+ �̂(t): (2.6)Combining Eq. (2.5) and (2.6) we get d�̂(t)dt = Kv(t): (2.7)From Eq. (2.4) and (2.7) we obtainde(t)dt = d�(t)dt �Kv(t)= d�(t)dt �K Z 10 l(t� u)e(u)du: (2.8)We assume that the Laplace transformations of e(t) and �(t) exist and they are E(s) and �(s)respectively, and L(s) is the low-pass �lter's transfer function. Eq. (2.8), when transformed to theLaplace domain, becomes sE(s) = s�(s)�KL(s)E(s): (2.9)We assume that �̂(t) has a Laplace transform. Using E(s) = �(s)� �̂(s), where �̂(s) is the Laplacetransform of �̂(t), and Eq. (2.9) we can now derive the transfer function H(s) of the closed-loopH(s) = �̂(s)�(s) = KL(s)s+KL(s) : (2.10)The Laplace transform F (s) of the recovered frequency function f(t) is given byF (s) = ��(s)� �̂(s)�L(s)K= (1�H(s))�(s)L(s)K= K �1� KL(s)s+KL(s)�L(s)�(s) (2.11)= P (s)�(s); (2.12)
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Figure 2.3: Frequency response of the �rst-order Butterworth LPF used in the analysis.where P (s) is given by P (s) = K �1� KL(s)s+KL(s)�L(s): (2.13)In order to model the LPF, we used a �rst order Butterworth analog LPF with a cuto� frequencyof 0.1 Hz. This cuto� frequency was derived from both the experimental results of [20] and theanalysis done in [10]. Following the methodology presented in [15] we getL(s) = 0:2�s� s1 ; (2.14)with s1 being the single real pole of the �lter that has a value ofs1 = 2�0:1 exp(j�)= 0:2� exp(j�)= �0:2�: (2.15)Hence, from Eq. (2.14) and (2.15) we obtainL(s) = 0:2�s+ 0:2� : (2.16)The frequency response of the �lter is shown in Figure 2.3.2.2 Possible Input Processes due to PCR-Unaware SchemeWe now study the e�ect of possible input processes, resulting from the timestamping procedureat the source and the PCR-unaware scheme, on the clock recovery process at the decoder. Since weare interested in the tracking performance of the PLL, we can assume that the PLL is locked beforethe input process is applied as the input function �(t) of the PLL.Under the PCR-unaware scheme, an AAL packet containing two MPEG-2 transport packets maycontain a PCR value either in the �rst or in the second MPEG-2 transport packet. Therefore, a PCRvalue will su�er either zero or one transport packet delay at the destination. Assuming that the PLL
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Figure 2.4: Illustration of forward drift of PCR values' packet boundaries when 0 � � <Tp=2.is locked before the input process is applied, the resulting phase di�erence values at its input �(t)will be approximately �fo=2r, where fo is the central frequency in MPEG-2 Systems layer and r isthe rate of the MPEG-2 transport stream in packets/second. We analyze two cases: a deterministiccase in which a timer with a �xed-period is used to perform the timestamping procedure and aprobabilistic case in which the PCR values are placed randomly in the MPEG-2 Transport Streamaccording to a random telegraph process.Deterministic CaseWhen a timer with a constant period is used at the source to timestamp the MPEG-2 packetstream, the positions of the PCR values switch between even and odd boundaries in the AAL packetsat a constant frequency. This e�ect was �rst observed by Akyildiz et al. [1], who termed it \patternswitch". In this section, we systematically derive the pattern switch frequency as a function of thetimer period and the transport rate of the MPEG stream.Let Tp denote the inter-arrival time of MPEG-2 transport packets, and Tc the period of the timerat the transmitter. Since Tc > Tp, we can express Tc in terms of Tp asTc = 2kTp + �; (2.17)where k is a non-negative integer and 0 � � < 2Tp. Since, in general, Tc is not an exact multipleof Tp, the actual time instants at which the PCR values are inserted into the MPEG-2 TransportStream will drift relative to packet boundaries. More speci�cally, we need to consider three casescorresponding to di�erent ranges of � .Case 1: 0 � � < Tp=2. In this case, a forward drift of the resulting packet boundaries of theassociated PCR values can be identi�ed as illustrated in Figure 2.4. Let n denotes the integernumber of transport packets included in a Tc period, that is,n = �TcTp� : (2.18)Let �f denote the forward drift, given by�f = Tc � (n� 1)Tp: (2.19)The last equation can be easily derived by observing Figure 2.4.



2. Analysis 9From Eq. (2.18) and (2.19) we obtain�f = Tc � (n� 1)Tp= Tc � ��TcTp�� 1�Tp: (2.20)As becomes evident from Eq. (2.20), that the number of continuous PCR packets falling intoodd or even positions in the MPEG-2 transport stream nc, is given by�Tp�f � � nc � �Tp�f � : (2.21)Thus, the polarity (even/odd) of timestamp values in the packet stream exhibits a square-wave pattern at the input of MPEG-2 decoder's PLL with a period of 2ncTc and peak-to-peakamplitude of foTp. Therefore the phase of the input signal at the PLL is given by�(t) = foTp 1X�=�1�u(t+ �ncTc2 )� u(t� �ncTc2 )�� foTp2 ; (2.22)in which u(t) is the unit-step function. If the frequency of the above input signal becomes lessthan the bandwidth of the PLL, the output of the PLL will follow the pulse with a resultingdegradation of the quality of the recovered clock. If we assume that the PLL has a perfectLPF of bandwidth BL, then the period of �(t) should be less than 1=BL. That is,2ncTc < 1BL : (2.23)Case 2: Tp=2 � � < 3Tp=2. In this case, at most two consecutive PCR values may fall into odd- oreven-numbered MPEG-2 transport packets. In the speci�c case that � = Tp, the PCR valuesfall in alternate odd- and even-indexed transport packets producing the maximum frequency ofchanges in timestamp position in the packet stream. The resulting process has high-frequencycomponents which are �ltered by the decoder PLL and are unlikely to a�ect the quality of therecovered clock. This is veri�ed in our simulation experiments of Section 4.Case 3: 3Tp=2 � � < 2Tp. This is similar to the �rst case, except that the drift of the packetboundaries of the PCR values is in the backward direction (Figure 2.5). In this case, let �bdenote the backward drift, given by�b = nTp � Tc= �TcTp�Tp � Tc: (2.24)Again, the last equation can easily be derived from Figure 2.5. Similarly, the number ofcontinuous PCR packets falling into only odd or only even positions in the MPEG-2 transportstream nc, is bounded by the following inequality�Tp�b � � nc � �Tp�b � : (2.25)The resulting phase at the input of the PLL, in this case also, is a square-wave with a period of2ncTc and peak-to-peak amplitude of foTp. Therefore the input function at the PLL is againgiven by �(t) = foTp 1X�=�1�u(t+ �ncTc2 )� u(t� �ncTc2 )�� foTp2 ; (2.26)with u(t) being the unit-step function.
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Figure 2.5: Illustration of backward drift of PCR values' packet boundaries when 3Tp=2 �� < 2Tp.Probabilistic CaseThe generation of MPEG-2 Transport Streams with variable inter-PCR delay can be done byrandomizing the timestamping procedure according to some distribution. In the probabilistic case,we assume that the PCR values fall completely in random places in the MPEG-2 Transport Stream.Without loss of generality, we can assume that they have the same probability of being in oddor even-indexed transport packets (as by using Bernoulli trials). For the sake of convenience, weanalyze this behavior by modeling the input phase �(t) as a random telegraph process [11].The objective of our analysis is to obtain the variance or the actual function that describes therecovered clock, i.e., f(t). We derive the variance of the recovered clock in the case that the sequenceof �fo=2r values forms a scaled random telegraph process. The random telegraph process T (t) is arandom process that assumes values of �1, has a mean of zero, and is stationary or cyclostationary.Assuming that initially T (0) = �1 with equal probability, T (t) is generated by changing polaritywith each occurrence of an event of a Poisson process of rate a. In our analysis, we use a scaledversion of the random telegraph process T (t) in which the process gets the values �fo=2r. We referto the scaled version by Ts(t). A sample realization of this process is shown in Figure 2.6.We �rst obtain the statistic measures of the scaled random telegraph process Ts(t). Since themean of the random telegraph process is zero, the mean of the scaled version is also zero. Let usnow derive the autocorrelation function of Ts(t).RTs(t1; t2) = E [Ts(t1)Ts(t2)] ; 8 pair of real numbers t1; t2= �fo2r�2 Prob[Ts(t1) = Ts(t2)]��fo2r�2 Prob[Ts(t1) 6= Ts(t2)]= �fo2r�2 (1 + e�2ajt2�t1j)2 ��fo2r�2 (1� e�2ajt2�t1j)2= f2o4r2 e�2ajt2�t1j: (2.27)We also obtain the power spectral density (psd) of the input process. The psd function of the inputprocess is given as the Fourier transform of the autocorrelation function RTs(k). Thus,STs(w) = Z 1�1RTs(�)e�jw�d�
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Figure 2.7: Minimum rate of change of PCR polarity to maintain acceptable clock qualityas a function of the transport rate of the MPEG-2 stream under PAL.= af2o�K2r2(40a2 + 4�a+ 2�K) : (2.32)The above equation gives the variance of the clock at the MPEG-2 Systems decoder. The clockof the color sub-carrier is derived from this clock using a scaling factor which is di�erent for PALand NTSC. Since the scaled random telegraph process Ts(t) is bounded, we can assume that therecovered clock deviates from its central frequency by at most �f(t). Applying the requirements forthe sub-carrier frequency shown in Table 1.1 we get�fPAL = A PALfoKr r a�40a2 + 4�a+ 2�K � 5; (2.33)for the recovered PAL sub-carrier frequency and�fNTSC = A NTSCfoKr r a�40a2 + 4�a+ 2�K � 10; (2.34)for the recovered NTSC sub-carrier frequency with A PAL and A NTSC being equal to 4:4327 and 3:5727respectively. We can now obtain a lower bound for the allowed rate r in packets/second in the caseof PAL and NTSC sub-carriers, so that the clock remains within the speci�cations.r � A PALfoK5 r a�40a2 + 4�a+ 2�K ; (2.35)for the PAL case and r � A NTSCfoK10 r a�40a2 + 4�a+ 2�K ; (2.36)for the NTSC case. Analogously, we can derive a bound on the rate of change of PCR polarity a sothat the clock speci�cations are not violated under a speci�c transport rate.a � ��(4r2 �X2) +q(4�r2 � �X2)2 � 320�Kr480r2 ; (2.37)where X is equal to A NTSCfoK10 for the NTSC case and A PALfoK5 for the PAL case.For the sake of convenience, we concentrate on the PAL case only and compute the numericalvalue for the minimum rate for a typical MPEG-2 decoder PLL. The constant K is used to scale the



3. Solutions for Providing Acceptable Clock Quality 13input signal to the appropriate levels for the MPEG-2 frequency. More speci�cally, the design of theVCO takes into account the maximum di�erence in ticks of a 27 MHz clock when the jitter or thePCR inaccuracy due to remultiplexing operations is at its maximum allowed value, and the limits ofthe frequency of the decoder. Since, according to MPEG-2 standard [9], the maximum jitter expectedis around �0:5 ms, the maximum allowable di�erence is 13500 ticks. For this maximum di�erence,the decoder must operate at a frequency within the limits speci�ed in the MPEG-2 standard. Thatis, 27 MHz - 810 Hz � decoder clock frequency � 27 MHz + 810 Hz: (2.38)Therefore, the selection of K should be around the value of 81013500 or 0.06 in order for the decoderto operate correctly. We can also assume that a is greater or equal to one which correspondsto an underlying Poisson process that has a minimum average rate of one arrival every second.Then, the minimum transport rate for the stream, in order not to have any PAL clock violations,is approximately 19.476 Mbps. A similar result can be found for the NTSC case. Higher valuesfor a produce even lower bounds. For example, a value of 20 gives a bound of approximately4.970 Mbps. Figure 2.7 shows a plot of a versus the MPEG-2 transport rate, where the the shadedregion corresponds to the range of a and transport rate for the reconstructed clock to stay withinthe PAL speci�cations.3 Solutions for Providing Acceptable Clock QualityIn the last section, we analyzed and quanti�ed the e�ect of the timestamping process at thetransmitter on the quality of the recovered clock at the receiver. When the timer-period fortimestamping is chosen deterministically, the pattern switch behavior may manifest itself as aperiodic square-wave signal at the input of the decoder PLL in the MPEG-2 Systems Layer. Oneoption to avoid the e�ect of this pattern switch signal is to eliminate it altogether by forcing all PCRvalues to occupy the same phase in the AAL packet stream. This would make the receiver clockquality under the PCR-unaware scheme identical to that under the PCR-aware scheme. A secondalternative is to maximize the pattern switch frequency by causing the PCR values to switch betweenodd and even positions in the packet stream at the maximum rate. Finally, a third alternative isto use a random timestamping interval to avoid the deterministic pattern switch behavior. In thissection, we discuss the tradeo�s associated with each of these approaches:The MPEG standard [9] speci�es a maximum interval of 0.1 seconds for transmission of times-tamps in the MPEG-2 transport stream. Therefore, in all the schemes we consider below, we assumethat the timestamping interval Tc is always chosen within this bound.Scheme 1: Forcing PCR values to stay on one side: The best case in the timestamp processis when the timer period is selected such that the transport rate of the MPEG stream is anexact multiple of the timestamping rate, that is, the ratio Tc=Tp is an integer. In this case,the PCR values will always fall in either the odd-numbered or the even-numbered transportpackets, thus eliminating packetization jitter altogether. Hence, the quality of the recoveredclock is similar to that under the PCR-aware case. In practice, however, it is di�cult tomaintain the timestamping interval precisely as a multiple of the transport period, becauseof oscillator tolerances and various quantization e�ects. These e�ects may cause the PCRtimestamp values to switch polarity at a very low frequency in the packet stream, degradingthe quality of the recovered clock over the long term. In addition, loss of packets containing



3. Solutions for Providing Acceptable Clock Quality 14PCR values may cause timestamps to change polarity, that is, an odd-indexed PCR packet maybecome even-indexed or vice-versa. These e�ects are studied in the simulation experiments ofSection 4.Scheme 2: Forcing PCRs to change boundary at high frequency: From the analysis of theprevious section, it is clear that the maximum frequency of changes in timestamp position inthe packet stream occurs when the timestamping interval Tc satis�es the equalityTc = (2k + 1)Tp; (3.1)where Tp is the transport period of the signal and k is any non-negative integer. If Tc canbe chosen precisely to satisfy this inequality, the timestamped transport packets will occupyalternate (even/odd) positions in the AAL packet stream. The resulting pattern-switch signalis a square wave with the maximum possible frequency among all possible choices of Tc in therange from 2kTp to 2(k + 1)Tp.Just as in the previous scheme, it is di�cult to set Tc precisely to satisfy Eq. (3.1). However, inthis case it is not necessary to maintain Tc precisely. In the light of the analysis in the previoussection, if the value of the timer period falls in the interval [(2k + 1=2)Tp; (2k + 3=2)Tp], thefrequency of the resulting pattern-switch pulse is still close to the case when Tc = (2k + 1)Tp.This allows some tolerance for the clocks. Another signi�cant advantage of this scheme isthat random losses of packets containing timestamps are unlikely to a�ect the quality of thereconstructed clock. These hypotheses are veri�ed in our simulation experiments in the nextsection.Scheme 3: Random setting of timer period: In this case, the period of the timestampingtimer is set to an arbitrary value, chosen randomly. The same timestamping interval is chosenfor the entire packet stream, resulting in a deterministic pattern-switch signal at the input ofthe receiver.From our analysis of the previous section, the frequency of the pattern switch signal dependson the relative magnitudes of Tc and Tp. Thus, this scheme needs to be used only when thetransport rate of the MPEG signal is not known, since a more intelligent choice can be madewhen Tc is known.Scheme 4: Random timer period: Another alternative when the transport rate is not knownis to randomize the timestamping interval, by setting the timer each time to a value drawnfrom a random distribution. In the previous section, we showed that adequate quality canbe maintained for the receiver clock when the timestamping interval is chosen such that theresulting PCR polarity changes in the packet stream exceeds a minimum rate. Although theanalysis was based on modeling the PCR polarity changes with a random telegraph process,in practice similar results can be obtained by choosing the timer period from an exponentialdistribution. Results from our simulation experiments in the next section indicate that anexponentially-distributed timer period results in almost the same quality for the recovered clockas compared to the case when the PCR polarity changes according to the random telegraphprocess.Similar to Scheme 2, this solution does not su�er from degradation of clock quality in thepresence of random packet losses. Thus, Scheme 4 is useful when the transport rate Tp is notknown with adequate precision.
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Figure 4.1: Simulation model used in the �rst set of experiments to study the impact ofPCR insertion rate on the receiver clock.In summary, Scheme 2 is the preferred scheme when the transport rate of the MPEG signal isknown precisely, while Scheme 4 may be used when the transport rate is not known. In the nextsection, we evaluate the four schemes using both synthetic and real MPEG-2 traces to investigatethe characteristics of the recovered clock signal at the receiver under various conditions.4 Experimental ResultsTo evaluate the timestamping schemes discussed in the last section, we conducted a number ofsimulation experiments with both synthetic and real MPEG-2 traces. In this section, we describethe simulation experiments and compare the schemes based on the quality of the recovered clock atthe receiver.Our experiments in this section fall into two sets: the �rst set is based on a synthetic tracein which the PCR timestamps were generated using the particular timestamping scheme beingevaluated, and the second based on actual MPEG-2 traces which were pre-processed by insertingPCR timestamps based on the various timestamping schemes. In all cases, the traces were fedto an MPEG-2 Systems decoder and the behavior of the reconstructed clock was observed. Inthe second set of experiments, the packet streams were transported over an ATM network andthe PCR-unaware scheme was used for encapsulation at the Adaptation Layer. Finally, to studyhow the jitter generated by the network interacts with the packetization jitter introduced by thetimestamping process, we conducted simulations in which the MPEG-2 streams were transportedover a multi-hop ATM network with signi�cant amount of cross-tra�c.4.1 Experiments with Synthetic TracesWe �rst describe the models used and then present results from the simulations.PCR Generation and Jitter ModelsSince our interest is only in studying the e�ect of the timestamp distribution in the MPEG-2stream on the behavior of the recovered clock, we constructed a model of the timestamp generationprocess and used it to drive a model of the MPEG-2 Systems decoder. The PCR insertion frequencywas varied based on the speci�c timestamping scheme simulated, with a lower bound of 10 Hz tomeet the MPEG-2 speci�cations [9]. The transport rate was set to 4 Mbps, which results in aninter-packet time Tp of 188 � 8=(4� 106) = 376 �seconds. Thus, the maximum packetization jitterunder the PCR-unaware scheme is 376 �s.The model used in the �rst set of experiments is illustrated in Figure 4.1. Two di�erentapproaches can be used to model the packetization jitter resulting from the timestamping process: in



4. Experimental Results 16the �rst, packets are delayed according to the jitter model before they are delivered to the decoder.This is the traditional way of generating jitter in which the jitter changes the actual arrival timesof the packets. Another way of modeling jitter is to assume that packets are delivered with equalspacing, and simulate the jitter by changing the PCR values in the packets once they are receivedby the decoder. Although the two methods are not equivalent, the convergence time and the steady-state error of the receiver PLL are almost the same in both cases [2]. For the sake of convenience,we chose the second method to model jitter. In our experiments, the jitter is added directly to theincoming PCR values at the decoder, in terms of the number of ticks of a 27 MHz clock.Deterministic Timer PeriodWe �rst used a timer with a deterministic period to timestamp the MPEG-2 transport packets,and ran several experiments for various choices of the timer period. the results are summarized inFigures 4.3 and 4.2. Recall that the transport rate is 4 Mbps, corresponding to an inter-packet timeof Tp = 376 �s. We set the timestamping timer period Tc close to or exactly at the transport packetboundaries to examine the three cases considered in Section 2.In the �rst case, the timer period was chosen very close, but not exactly equal to, a multiple ofthe inter-packet time Tp. The value chosen was Tc = 50Tp + 10�7, which corresponds to a timerfrequency of fc = 1=Tc = 53:1912 Hz. According to the analysis in Section 2, the PCR timestampsin the resulting trace exhibit a forward drift of �f = 10�7 seconds. This, in turn, causes the PCRtimestamp positions to switch at intervals of 2ncTc, where nc = Tp=�f , that is, approximately 141.4seconds. Thus the packetization delay experienced by transport packets containing PCR values forma square wave as illustrated in Figure 4.2.In the second case, we set the timer period Tc precisely to (50 + 1)Tp, or fc = 52:1485 Hz.According to the analysis of Section 2, this maximizes the frequency of PCR polarity changes in thepacket stream, for the range of 50Tp � Tc � 52Tp. Thus, the frequency of PCR polarity changes infc=2 = 26:0743 Hz.In the third case, Tc was set slightly lower than an integer multiple of the inter-packet time.by choosing Tc = 52Tp � 10�7, or fc = 51:1459 Hz. This results in a backward drift of �b = 10�7seconds for the timestamp values. The delay distribution resulting from this choice is identical tothat shown in Figure 4.2.Assuming the MPEG-2 stream carried NTSC video, Figure 4.3 shows the frequency of therecovered NTSC clock at the receiver, in terms of deviation from the ideal 3.57 MHz value. Whenthe low frequency drift is present in the timestamp values, that is, in the �rst and third cases above,the frequency of the recovered clock does not meet the maximum allowed variation of �10 Hz inNTSC. In the second case, however, the recovered clock stayed well within the speci�cations.For completeness, we also simulated two additional cases: the �rst was with a timer period ofexactly 50Tp (fc = 53:1914 Hz), which forces all the PCR timestamp values to stay on one side ofthe packet boundary. As seen from Figure 4.3, this resulted in a perfect clock at the receiver. In thesecond case, we increased the timestamping rate almost by a factor of 10, but still maintaining thedrift in timestamp values. This did not improve the clock behavior in Figure 4.3, asserting that thesolution to the jitter problem lies in �ne-tuning the timestamping frequency, rather than choosing ahigh frequency of timestamping.
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Figure 4.2: Delays of transport packets containing PCR values due to packetization jitterwith a PCR insertion rate of 53.1912 Hz.
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664.8891 HzFigure 4.3: NTSC color sub-carrier generation frequency for varying PCR insertion fre-quencies. Transport rate is 4 Mbps.Experiments with Random Timestamping IntervalsWe also conducted several experiments with the synthetic trace where the timestamping intervalswere chosen randomly. First, to validate the results for the random telegraph process in Section 2,we generated a trace in which the PCR values switched polarity alternately, at intervals that areexponentially distributed. The frequency of timestamping, that is, the rate of the random telegraphprocess a was varied to study its e�ect on the quality of the recovered clock at the receiver. Westarted from a rate of 10 per second (the minimum speci�ed rate in MPEG-2), and increased it to20 and 40.The model based on random telegraph process enabled us to characterize the e�ect of timestampjitter on the behavior of the recovered clock, but may not adequately describe the timestampdistribution resulting from a timer with exponentially distributed period. Generating timestampdistributions according to the random telegraph process may not be practical in a real system, as



4. Experimental Results 18

-120

-100

-80

-60

-40

-20

0

20

40

0 100 200 300 400 500 600

D
ev

ia
tio

n 
fr

om
 3

.5
7M

H
z 

(H
z)

Time (sec)

NTSC frequency

Exponential
Random Telegraph

Figure 4.4: NTSC color sub-carrier generation frequency for both exponential distributionand the random telegraph process. The average rate for the exponential timestampingprocess is 10 PCRs/sec, same as the rate for the random telegraph process.
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Figure 4.5: NTSC color sub-carrier generation frequency for both exponential distributionand the random telegraph process. The average rate for the exponential timestampingprocess is 20 PCRs/sec, same as the rate for the random telegraph process.it requires the transmitter to switch positions in the packet stream with each inserted timestamp.When an exponentially-distributed timer period is used to generate timestamps, the polarity ofthe timestamps may change at a much lower rate than the timestamping rate. To study the clockquality with exponentially distributed timer periods, we performed the same experiments discussedin the last paragraph with a timestamping process driven by an exponential distribution of thetimestamping interval. The same timestamping rates of 10, 20, and 40 were chosen, so as to comparethem with the case of random telegraph process.The results from these experiments are shown in Figures 4.4, 4.5 and 4.6, for the timestampingrates of 10, 20 and 40, respectively. With a timestamping rate of 10 per second, the clock signalobtained from exponentially distributed timer periods slightly violated the NTSC speci�cations
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Figure 4.6: NTSC color sub-carrier generation frequency for both exponential distributionand the random telegraph process. The average rate for the exponential timestampingprocess is 40 PCRs/sec, same as the rate for the random telegraph process.(�10 Hz), while the timestamp distribution driven by the random telegraph process providedadequate quality. This can be considered an anomaly. When the timestamping rate was increasedto 20 and 40, both schemes performed very close and maintained the receiver clock well within thespeci�ed �10 Hz tolerance.In summary, the results from these experiments enable us to conclude that a random times-tamping process with an adequately large timestamping rate can provide the desired quality for therecovered clock. An interesting observation from these experiments is that, in general, a higher rateof the exponential distribution (smaller timer period) results in better quality of the reconstructedclock, which may not be true in the case when the timer period is chosen deterministically. The rea-son is that the random timestamp distributions resulting from the former avoids the low-frequencypatterns caused by the latter.4.2 Simulations with Real MPEG-2 Traces in an ATM Network
ATM ATM ATM ATM ATM
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Cross_1_dest Cross_2_dest Cross_3_dest Cross_4_dest

MPEG-2
Encoder

displayFigure 4.7: Network topology used in the experiment.To further validate our results, we performed a number of simulation experiments with realMPEG-2 Transport Stream traces. To simulate the e�ect of the timestamp distribution on the clockrecovery process, the PCR values were inserted in the traces using a timer with tunable frequency.



4. Experimental Results 20Three traces were used throughout the experiments; in the �rst one, all the transport packets wereinserted into even-numbered packets (referred to as \One Side" in the experiments). In the secondtrace, the PCR values were added so as to introduce a small forward drift when encapsulated usingthe PCR-unaware scheme (referred to as \Forward Drift" in the experiments). Finally, in the thirdtrace, the transport packets containing PCR timestamps fall into alternating odd and even indices(referred to as \Max. Freq." in the experiments). The oscillator used for the timer was simulatedwith a 2 ppm frequency variation, to model the e�ect of clock drift. The transport rate of each tracewas 6.5 Mbps. Each trace contained a single PAL video signal.To model the in
uence of network-induced jitter, the trace was sent through an ATM networkmodel with a large number of ON-OFF sources whose ON and OFF periods were distributedexponentially. The network topology used is shown in Figure 4.7. It consists of �ve cascadedATM switches. The switch nodes are non-blocking, output-bu�ered crossbar switches. The MPEG-2 Transport Stream traces are sent through all the cascaded switches to the display device at theother end. At each hop of the network, the end-to-end MPEG stream shares the network link withcross tra�c generated by a set of cell sources. All the cross-connections are between nodes thatare connected to adjacent ATM switches. The propagation delay for each network link was set to1 msec.Experiment 1: No Cross-Tra�c
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Figure 4.9: PCR delays of \ForwardDrift" trace for experiment 1.The goal of this experiment is to study the behavior of the clock recovery process at the decoderdue to packetization jitter only, resulting from the use of di�erent schemes to timestamp the MPEG-2trace. Since all cross-tra�c sources are turned o� in this experiment, the network does not introduceany additional jitter.The recovered clock at the decoder for the various cases is shown in Figure 4.8. It is evident thatthe trace with the forward drift results in unacceptable quality of the recovered clock since it violatesthe bounds for the PAL frequency. The clock frequency contains low-frequency components withthe same frequency as the square wave representing the delay distribution of the transport packetscontaining PCR values (Figure 4.9). The jitter observed at the receiver is due to the packetizationat the source, and is approximately 231 �secs.As expected, the trace containing PCR values only in even-indexed transport packets (\OneSide") results in perfect clock recovery. the \Max. Freq." case also gives close to perfect resultsafter the PLL becomes locked (Figure 4.8). The initial overshoot in this case comes from the fact
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Figure 4.10: PCR delays of \One Side"trace for experiment 1. 6.2
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Figure 4.11: PCR delays of \Max.Freq." trace for experiment 1.
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6.4

6.6

6.8

7

7.2

7.4

7.6

0 20 40 60 80 100 120

D
el

ay
 (

m
se

cs
)

Time (sec)

PCR delays

Figure 4.13: PCR delays of \ForwardDrift" trace for experiment 2.that the resulting packetization jitter is interpreted as higher frequency di�erence between senderand receiver. The delay experienced by transport packets containing PCRs for the \One Side" andthe \Max. Freq." cases are plotted in Figures 4.10 and 4.11, respectively.Experiment 2: Moderate Cross-Tra�cThis experiment was performed to test whether jitter introduced by the network can mask thee�ect of the square wave pattern generated by the packetization jitter. In this experiment, thirtyON-OFF sources from each cross-tra�c node were multiplexed with the MPEG-2 stream at eachnetwork link. The overall load on any downstream output link of the ATM switches was set toapproximately 60%, resulting in a 10 Mbps aggregate rate of the ON-OFF sources per hop, or0.334 Mbps load per source.As seen in Figure 4.12, the recovered clock is still a�ected by the square-wave pattern of thepacketization jitter when the \Forward Drift" trace was used, resulting in unacceptable quality ofthe recovered clock. The recovered PAL color sub-carrier generation frequencies for the other tracesare also shown in Figure 4.12. The \One Side" and \Max. Freq." traces produce similar variationsin the recovered clock which stays within the acceptable levels when the PLL becomes locked.The plot of the delays experienced by transport packets containing PCRs for the \Forward Drift"case contains the square shape due to the forward drift described in Section 2 and is not masked bythe jitter induced by the network. This is illustrated in Figure 4.13. However, the PCR delays inthe \Max. Freq." case are spread out and the two delay zones due to the PCR-unaware scheme canno longer be distinguished clearly (Figure 4.14). The maximum jitter observed was approximately1.5 msec. Finally, in the \One Side" case, the PCR delays have similar shape as in the \Max. Freq."
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Figure 4.14: PCR delays of \Max.Freq." trace for experiment 2. 6.2

6.4

6.6

6.8

7

7.2

7.4

7.6

7.8

0 20 40 60 80 100 120

D
el

ay
 (

m
se

cs
)

Time (sec)

PCR delays

Figure 4.15: PCR delays of \One Side"trace for experiment 2.
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Figure 4.17: PCR delays of \ForwardDrift" trace for experiment 3.case but with a lower average value (Figure 4.15). This results in the slightly better quality of thereconstructed clock in the \One Side" case compared to the \Max. Freq" case, although in bothcases the PAL speci�cations were not violated (Figure 4.12).Experiment 3: Random Losses and No Cross-Tra�cIn the previous experiments, we observed that the \One Side" and \Max. Freq." cases producesimilar results for the decoder clock, with the �rst one being slightly better. However, this behavioroccurred in a loss-free environment. When packets containing timestamp values are lost, the phaseof the incoming timestamps can still switch, producing low-frequency components in the recoveredclock signal. To investigate this e�ect, we simulated losses in the ATM network model by periodicallydropping packets containing timestamp values. To simulate the worst-case behavior, we kept thepacket loss arti�cially high, with a probability of 10�3 for loss of packets containing PCR values.The results are shown in Figure 4.16.The \Max. Freq." case is the only one in which the reconstructed clock is not in
uenced bythe losses in PCR packets. The \Forward Drift" case results in even worse performance than theloss-free case, with more peaks in its plot. A loss of a PCR packet in the \One Side" trace causes amajor disturbance of the recovered clock since the PCRs change boundaries after the loss. The lossesintroduce very low frequency components at the input of the decoder, which cannot be �ltered.The delays experienced by transport packets containing PCRs for the \Forward Drift" case donot have a periodic pattern in this case, since a loss results in an additional polarity change for thedelay (Figure 4.17). In the case of the \One Side" trace, the delays do not stay on the same sidebecause of the same reason. The number of edges in that delay plot is equal to the number of PCR
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Figure 4.18: PCR delays of \One Side"trace for experiment 3. 6.2
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Figure 4.19: PCR delays of \Max.Freq." trace for experiment 3.packets that were discarded in the experiment and is illustrated in Figure 4.18. Finally, the delayplot of the \Max. Freq." case (Figure 4.19) remains roughly the same with the corresponding delayplot when no losses are present (Figure 4.11).5 ConclusionsOur primary contribution in this paper is in providing guidelines for selecting the timestampinginterval for transmission of PCR timestamps in a packetized MPEG-2 transport stream. Based on asystematic analysis of the jitter introduced by the timestamping process at the receiver, we identi�edthree approaches for setting the timer used to derive the timestamps. In the �rst approach, the timerperiod is set precisely so that the transport rate of the MPEG stream is an exact multiple of thetimestamping rate. This completely eliminates packetization jitter, but is di�cult to implement inpractice because of the precision required in the timer setting. In addition, loss of packets carryingtimestamp values can cause the PCR values in the packet stream to switch position, a�ecting thequality of the recovered clock.The second approach is to �ne-tune the timer period to maximize the frequency of changes in PCRpolarity. To maximize the frequency, the timestamping interval must ideally be set to Tc=(2k + 1),where k is any non-negative integer and Tc the inverse of the transport rate in packets per second.This causes consecutive PCR values in the packet stream to alternate in polarity. This scheme hasthe advantage that, even when the timer cannot be set precisely to Tc=(2k + 1), the frequency ofPCR polarity changes in the packet stream is still close to ideal. In addition, the scheme is robust inthe presence of packet losses. Hence, this is the preferred scheme when the timestamps are generatedwith a �xed period.When the transport rate of the MPEG-2 stream is not known and/or when a deterministic timerperiod is not practical, generating timestamping intervals randomly (with a certain minimum rate)can still provide adequate quality for the recovered clock. The quality of the receiver clock in this casedepends on the process of PCR polarity changes, which, in turn is dependent on the distributionof the timestamping interval. By modeling the PCR polarity changes with a random telegraphprocess, we were able to derive lower bounds on the rate of PCR polarity changes to achieve thedesired clock quality. Although derivation of a corresponding bound for the timestamping intervalis not straightforward, the former provides us with a guideline for setting the random timestampinginterval.
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