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1 IntroductionVideo-on-Demand (VOD) allows a client to con-nect to a VOD server using a television set-topbox (STB), use the STB to make a selection fromthe server's video library, and then begin viewingthe selected video in a short amount of time.VOD is not yet commercially available. Manycompanies have run trials for VOD over the last�ve years [1{3], but by and large these compa-nies have then either scaled back what they in-tended or left the VOD business altogether. Thereason is cost. VOD|from upgrading or creat-ing new networks to developing new software tobuying and maintaining hardware |is an expen-sive business to start up. Any system that canuse existing hardware more e�ciently or that canreduce the amount of hardware needed is veryvaluable.Also, market tests suggest that VOD will becompetitive with video rental stores and pay-per-view channels [1, 4]. With this large num-ber of potential clients, it is important for theVOD server in particular to be run e�ciently. Itmust be able to handle a variety of loads without(greatly) sacri�cing performance, and it must beable to scale well as more and more clients at-tempt to use its services.The three main hardware components of aVOD service are the VOD server, the client STB,and the network that connects the two. See Fig-ure 1. Their role in VOD is described below.� VOD ServerMany VOD server architectures have beenexplored in the literature [5{10], and theyrange from distributed systems that containa hierarchy of �le system and storage nodesto stand-alone �le servers that operate us-ing only local storage. However, regardlessof the architecture, the VOD server mustperform three roles:1. Act as a repository for a large numberof videos,2. Be able to support multiple, simulta-neous accesses to videos, and
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TVTVFigure 1: The hardware components of a VODservice.3. Be able to communicate with clients soclients can select and view videos.� Client STBThe role of the client set-top box is usuallydependent on the speci�c needs of a partic-ular VOD provider [11,12] but some trendsare becoming clear [13,14]. The STB must:1. Be able to communicate with the VODserver so that it can navigate possiblevideo selections and receive video data,2. Be able to decode the data it receives,both for descrambling and MPEG de-compression purposes,3. Have a certain amount of processingpower, and4. Have at least a small amount of lo-cal bu�er, both to keep enough videoframes on hand to prevent jitter1 andfor possible network transport strate-gies [15,16].These requirements are enough that manyVOD providers are using stripped-downcomputers for the STB [3,11].1Jitter occurs when the next frame to be shown is notavailable, and the STB must wait for the frame to arriveor skip the frame (and probably other frames) in order toresynchronize.1



� NetworkThe network is simply the means of com-munication between the VOD server andthe client STB. It does not have any otherrequirements per se, but it should providesuch things as high bandwidth, guaranteedquality-of-service2 (QOS), and multicasting.This makes ATM an ideal networking choice[17, 18] although even the Internet can beused [8].Given these three hardware components, thereare many issues involved in their implementa-tion. In this report we concentrate on the VODserver|in particular, how to make it more e�-cient. The two measures of e�ciency we will useare:� Latency: the average time a client must waitbefore it can begin viewing its request.� Bandwidth: the amount of disk (or network)resources used by the server.Although these two measures appear to corre-late well, it is not necessarily the case. For ex-ample, a VOD provider might have the optionof showing a particular video every �ve minutesor every ten minutes. The �rst option has halfthe latency but requires twice the bandwidth ofthe second option. Any strategy that can reduceboth latency and bandwidth is valuable to VODproviders.There are two terms that are important for un-derstanding stream tapping and other e�ciency-improving systems:� Display stream: a stream of data a clientreceives at its STB.� Disk stream: a stream of data the VODserver reads from local (disk) storage.The number of simultaneous disk streams a VODserver can support while maintaining the neces-sary QOS of the data is limited, and so the care-ful management of these streams is important.2Quality-of-service is simply a commitment to a par-ticular level of performance. For the network, this relatesto the amount of time it takes a video frame to go fromthe VOD server to the client STB.

Conventional VOD systems do not use anystrategy at all when it comes to their diskstreams. They simply reserve a disk stream foreach display stream. While this is the easieststrategy to implement, it is also the least e�-cient.Other systems, including stream tapping, at-tempt to service multiple display streams fromeach disk stream. This makes more e�cient useof the available disk bandwidth on the VODserver, and with more clients able to use theserver at any one time, latencies are usually loweras well.What makes stream tapping unique is howit goes about increasing the number of displaystreams for each disk stream. The client STBinitially receives its own disk stream, but then itis allowed to aggressively \tap" into other diskstreams from the VOD server, storing the tappeddata in a local bu�er until it is needed. Everytime the client is able to tap data, its assignedstream (which only has one display stream) willnot be needed for as long, and the other diskstream will be able to increase its display streamsby one for the amount of time the STB is ableto tap data from it. This increases the averagenumber of display streams per disk stream.The remainder of this report is organized asfollows. We present the stream tapping systemin x2 and then remark on some of its hardwarerequirements in x3. In x4 we describe other VODsystems that have been presented in the litera-ture. The simulation used to test the streamtapping system is described in x5, and in x6 wediscuss the results from that simulation. In x7we outline some future plans with stream tap-ping. Finally, in x8, we provide some concludingremarks.2 Stream TappingThe key idea behind stream tapping is thatclients are not restricted to their assigned diskstream. If other disk streams for the same videoare active on the VOD server, clients are allowedto \tap" into them, storing the tapped data in alocal bu�er until it is needed. By using existing2



disk streams as much as possible, the clients min-imize the amount of time they require their owndisk streams. The rest of this section elaboratesupon how this strategy works.2.1 De�nitionsSeveral of the parameters used by stream tap-ping are de�ned below:� the size of the STB bu�er, measured in min-utes of video data. Measuring in time allowsus to ignore the particulars of the video en-coding.N the number of videos o�ered by the VODserver.Li the length of video i, in minutes, for1 � i � N .S the maximum number of simultaneous diskstreams that the VOD server can support.C the maximum number of simultaneous diskstreams that the client STB can receive.� the arrival rate of requests at the VODserver, measured in requests per hour.� the di�erence in time, in minutes, betweenthe current request for a video and the lastrequest for the same video that required anoriginal disk stream.Note that �, L, �, and � are not required tohave integer values.Stream tapping also divides disk streams intothree types:1. Original StreamsOriginal disk streams can be used at anytime. However, they require that the re-quested video be read from disk in its en-tirety, which means they are busy (i.e. read-ing from storage) forBo(i) = Li (1)minutes, where i is the index of the re-quested video.
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Full Tap OriginalFigure 2: Examples of an STB's bu�er while itis receiving a full tap stream (A) and after thefull tap stream has been released (B).2. Full Tap StreamsA full tap disk stream can only be used whenthe requested video starts within � minutesof an original disk stream for the same video(i.e. when � � �). This allows the full tapstream to work in tandem with the originalstream so that the full tap stream can bereleased well before the video is complete.In particular, the requesting STB will re-ceive both the full tap and original streamsfor � minutes. During that time the fulltap stream will read the �rst � minutes ofthe video, and the STB will display it live.The data from the original stream will bestored in the STB's bu�er. After � min-utes, the STB will be able to release thefull tap stream and receive the rest of thevideo from its bu�er, which will be contin-ually updated from the original stream andcontain a moving �-minute window of thevideo. That means a full tap stream will bebusy for Bf (�) = � (2)minutes.Figure 2 gives two examples of the stateof an STB's bu�er when the STB is as-signed a full tap stream. The shaded areas3



of the bu�er indicate video data the STBstill needs to display, with the most recentdata on the right. The �rst part of the �gureshows the bu�er during the �rst � minuteswhen the STB is receiving two disk streams.The full tap stream is being displayed, andjust enough of it is kept in the bu�er toprevent jitter. The second part shows thebu�er after the full tap stream has been re-leased. Video data from the original streamis being received and displayed (consumed)at the same rate, leaving a constant windowof data in the bu�er.3. Partial Tap StreamsA partial tap disk stream can be used for arequested video in any situation where a fulltap stream cannot be used, as long as thereis an original stream for the video currentlyactive (i.e. when � > �). As with the fulltap stream, a partial tap stream can workin conjunction with the original stream, butunlike the full tap stream, the partial tapcannot be fully released until the video iscomplete.In particular, during the �rst � minutes, theSTB will receive both streams. The partialtap stream will read the �rst � minutes ofthe video, and the original stream will readminutes � to � + � of the video. After that,the STB will repeat the following until thevideo is complete:� The STB's bu�er is full, and the videodata it contains is �� � minutes awayfrom the STB's current place in thevideo. The STB will reacquire (if nec-essary) the partial tap stream and re-ceive the �� � minutes of video datafrom there.� The STB will then temporarily releasethe partial tap stream for the next �minutes. During that time it will dis-play the video data in its bu�er andreceive data from the original streamonce again, �lling up its bu�er whilesimultaneously emptying it.
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AFigure 3: Three types of disk streams: A is anoriginal stream, B is full tap stream, and C is apartial tap stream.The partial tap stream will only need to ex-ist for the �rst � minutes of the display andthen for the �rst �� � minutes of every suc-ceeding �-minute interval. That means itwill be busy forBp(�; i) = � + bLi � �� c(�� �)+ min(�� �; (Li � �) mod �) (3)minutes, where i is the index of the re-quested video.Figure 3 gives an example of the three types ofdisk streams when � = 10. The original streamstarts at time T0, the full tap stream starts attime T0 + 5, and the partial tap stream at timeT0 + 12. The shaded area indicate when thestreams are busy.2.2 AlgorithmUsing the de�nitions from x2.1, we can now de-scribe the stream tapping algorithm. Every timethe VOD server can service requests, it must �rstassign each request in its request queue one of thethree disk stream types.� If no instance of the requested video is cur-rently being read from disk using an origi-nal stream, then that request is assigned anoriginal stream.� If an original stream for the requested videostarted less than or equal to � minutes inthe past, then that request is assigned a fulltap stream.4



� If an original stream for the requested videostarted over � minutes in the past, then adecision must be made about the type ofdisk stream (either original or partial tap)that the request should be assigned.This decision can be made based on the request'svideo group. A video group is the set of diskstreams for the requested video, starting withthe most recent original stream and including allsubsequent tap streams. With a minimal amountof extra storage (one counter for each video), theVOD server can keep track of �g, the schedulingrate of streams in the group.Given �g and �, the VOD server estimatestwo values:� Cg, the average disk usage of a video groupthat exists for � + 1=�g minutes and has ascheduling rate of �g.� Og, the optimal average disk usage of avideo group that exists for less than or equalto � minutes and has a scheduling rate of�g.Cg is the average usage of the group with therequest, and Og is the best average usage of thegroup without the request.The VOD server then requires a parameter tothe algorithm, �, the tap limit. If Cg � �Og therequest is assigned a partial tap stream, other-wise it is assigned an original stream.Once all of the requests have been assignedstream types, the VOD server will know deter-ministically the disk scheduling and usage re-quired by each (for this iteration). It can thenuse this information to order the requests in thequeue and to check which requests can be ser-viced.2.3 Other OptionsIn the main part of the stream tapping algorithmdescribed above, the client STB need only receiveat most two disk streams at any one time. If theSTB has the capability to receive more than thiswithout sacri�cing QOS, then two more optionscan be used.
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Figure 4: Extra tapping: A is an original streamand B and C are full tap streams to A.The �rst of these options is called extra tap-ping. This option allows an STB receiving a fullor partial tap stream to tap data from any diskstream on the video server, not just from an orig-inal stream.Extra tapping can only be performed undertwo conditions:� The new video data does not displace anydata the STB expects to be in its bu�er,and� The new video data will still be in the bu�erwhen it is needed.In other words, the STB is not allowed to undoany positive work or to do any unnecessary work.An example of extra tapping is shown in Fig-ure 4. The bu�er size is 10 minutes, and B andC are full tap streams starting, respectively, 5and 7 minutes after original stream A. The be-fore part of the �gure shows the video data (inlighter gray) that the STB receiving stream Ccan tap from stream B. The after part showsthe only parts of the full tap streams that needto be reserved on the VOD server.The second option is called stream stacking.When an STB has data in its bu�er to which it5
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Figure 5: Stream stacking: A is an originalstream and B is a full tap stream.is trying to \catch up," and when it also hasextra space in its bu�er, it can use whateverdisk streams are currently available on the VODserver to help load in the data it needs morequickly. This does not change the amount oftime the stream is busy, but it rearranges whendata is read from the server, potentially prevent-ing future bandwidth contention.Figure 5 provides an example of stream stack-ing. The bu�er size is 10 minutes, and B is afull tap stream starting 5 minutes after originalstream A. Since the STB receiving B only needsto reserve half of its bu�er for stream A's data,it can use the rest of the bu�er to more quicklyload the �rst �ve minutes of the video. In thisexample we assume stream E is available, andthat the STB receiving B is able to use it fortwo minutes before another stream reserves it.The before part of the �gure shows the part ofstream B (in lighter gray) that is read by streamE, and the after part shows how stream B be-comes available twominutes earlier than it wouldhave otherwise.Although it might not have been obvious fromthe descriptions above, stream stacking and ex-tra tapping can only be used during the �rst �

minutes of full and partial tap streams. For aproof that this extra data does not over
ow theclient's local bu�er, please see Appendix B.3 System RequirementsStream tapping is more complicated than con-ventional systems, and because of this it imposessome extra requirements on the hardware com-ponents of a VOD service. (These are the samecomponents shown in Figure 1.) Some of theextra requirements are discussed below.3.1 VOD ServerThe main di�erence between a VOD server usingstream tapping and one running a conventionalscheme is that the stream tapping server requiresa stronger software solution.� The server must be able to reserve diskbandwidth in advance. This also makes diskscheduling more di�cult.� Stream tapping requires a richer protocolbetween the server and the client. The clientmust be informed about the identity of thedata it receives, and the server must providethat information.� If extra tapping is used, the server must beable to make quick decisions about avail-able bandwidth, construct and break downshort-duration multicast groups, and keeptrack of which parts of the videos the clientshave received.However, because the software is more compli-cated, the server will require less hardware, andthus money spent on software development willbe mitigated by money saved on hardware. IfVOD providers run multiple servers, they shouldsave even more.3.2 NetworkUnlike conventional systems, stream tapping re-quires that the network be able to reserve band-width in advance (assuming a network that can6



provide QOS assurances is used). This sort ofcapability can be added to standard reservationprotocols, such as RSVP [19] and ST-II [20],with minor modi�cations [21,22]. Also, becausestream tapping reduces the amount of networkbandwidth used by the VOD server, it can func-tion on networks with much lower bandwidth ca-pabilities than conventional systems require.3.3 Client STBIn order to perform stream tapping, the clientSTB must have a local bu�er that can store min-utes of video data. This bu�er does not needto be large. Using MPEG-1 video encoding (at1.5 Mbps), a 10-minute bu�er is only 115 MB;using MPEG-2 encoding (at 4 Mbps), the samebu�er is only 300MB. These small sizes mean thebu�er should be relatively cheap to add to theSTB. Even the 300 MB bu�er should cost far lessthan $100, and this is not excessive when STB'sare expected to have prices similar to VCR's3.4 Related WorkOther researchers have developed systems for im-proving the e�ciency of VOD servers, and webrie
y describe some of these systems below.The systems are distinguished by their most fun-damental or unique idea.4.1 BatchingA simple but e�ective technique for improv-ing VOD server e�ciency is known as batch-ing [23, 24]. When the VOD server has multiplerequests for the same video in its request queue,it may service them all (that is, batch the re-quests together) by multicasting the video to allof the requesting clients.The problem with batching is that it does notattempt to make e�cient use of the VOD server'sdisk bandwidth until the server is in an over-loaded state (i.e. when it is putting a large3In fact, STB's may cost far more than this. TimeWarner used a scaled-down Indy workstation, costing overa thousand dollars, in its Orlando trial [3].

percentage of the video requests into its requestqueue). As long as the server's request queue issmall, batching will function essentially the sameas a conventional system.4.2 Delayed BatchingDelayed batching [25, 26] works much like stan-dard batching, except that instead of servicing arequest as soon as possible, the VOD server willwait a certain amount of time (called the batch-ing interval) in an e�ort to increase the numberof requests batched together. The batching in-terval is allowed to change for each video and isusually based on the popularity of the video.Delayed batching solves the problem found instandard batching in that it is able to batch re-quests regardless of the load on the VOD server.However, it creates two new problems: it guaran-tees that the average client latency will be non-zero, and the only way for it to minimize latencyis to maximize disk bandwidth (and vice versa).4.3 Staggered BroadcastingWith staggered broadcasting [27{29], a diskstream for a video is only started at regular in-tervals (such as every ten minutes), and all re-quests received for the video during the currentinterval are batched together. This is similar todelayed batching except in how the interval timeris started (a video request versus a regular inter-val). Thus staggered broadcasting also has thesame two problems as delayed batching.4.4 Pyramid BroadcastingWith pyramid broadcasting4 [30, 31], the VODserver reserves a certain number of disk streamsfor a set of (popular) videos. However, ratherthan having each stream read out an entire video,the streams read out multiplicatively increasingsegments of the videos. The client STB must4For the rest of this report, when we refer to pyra-mid broadcasting, we will mean the unconstrained,permutation-based version presented by Aggarwal et al.[30]. This is the version that produced the lowest averageclient latency for a given bandwidth.7



then jump from stream to stream in order toreceive an entire video.Pyramid broadcasting gives a much better la-tency than that found in staggered broadcast-ing (the latency is exponential in the bandwidthrather than linear), but in order for the STB toreceive each segment as it is needed, the videodata must be transferred at a rate about threetimes the consumption rate. Because of this, theSTB must also have a local bu�er, and the sizeof this bu�er must be at least 300 MB (and per-haps as large as 900 MB) for MPEG-1 encoding.This is much larger than the bu�er required bystream tapping.4.5 PiggybackingIn piggybacking [32, 33], the display rates ofvideos are changed by �5% (little enough so hu-man observers should not notice) so that two ex-isting disk streams can be \merged" into one.That is, the rate of one disk stream can be in-creased while the rate of another is decreased,and once the streams reach the same position inthe video, one can be released.This strategy works well in that, except forone possible stream jump by the client STB, allof the work is done by the VOD server. However,this gain is heavily o�set by the amount of timeit takes for two streams to merge; if the streamsstart � minutes apart, piggybacking will take10� minutes to merge them. This is 10 timeslonger than it takes stream tapping to achievea similar e�ect. Also, if the video rate changescannot be made on the 
y, piggybacking will re-quire at least two versions of each video (one fastand one slow|a normal speed isn't necessarilyneeded), increasing the storage requirements.4.6 Interval CachingWith interval caching [34, 35], the VOD serverkeeps a local cache of some large size (perhapsin the GB range). When a new video request isto be serviced, the server checks if another diskstream has been assigned for that video, and, ifso, attempts to keep the interval of video databetween the two display streams in its cache. It

does this by placing data in the cache as it is readfor the �rst display stream, leaving it there untilthe second display stream needs it, and then free-ing it after the second display stream has used it.In this way, the second display stream only re-quires a disk stream for the small amount of timeit needs to \catch up" to the cached data (sincethe other disk stream's data is not placed in thecache until the second display stream starts).Clearly, the e�ectiveness of interval caching isdependent on the size of the VOD server's cache,but bigger is not necessarily better. The best sizeis in
uenced by the relative costs of disk streamsand cache space. For servers of the size usedin this report and for MPEG-1 encoding, Danand Sitaram found that the most cost e�ectivecache size was only 250 to 500 MB; yet even usinga cache large enough to hold 8 videos (roughly10 GB), they only found a disk bandwidth sav-ings of 40{50% over conventional systems [34].Stream tapping can achieve this for any videowith an average interarrival time of 20 minutesor less (see x6). Also, while interval caching isable to save disk streams on the VOD server, itdoes nothing to save bandwidth on the network.It has the same network requirements as conven-tional systems.4.7 Asynchronous MulticastingAsynchronous multicasting [36,37] allows a clientto join a multicast group for a video after thevideo has started. The VOD server accomplishesthis by breaking up the video into segments oflength S and sending out a segment every Sminutes|but using a transfer rate N times theconsumption rate of the video, so the transferonly takes S=N minutes. This allows a client tojoin a multicast group late, store the segmentsthat are current for the other members of thegroup in a local bu�er until they are needed, anduse the gaps between the segments to receive seg-ments that it missed.In particular, the bu�er must be able to holdsome multiple M of the segment size S. Thisallows the client to join a multicast group as longas the M th segment has not yet been sent to the8



rest of the group, or within (M � 1)S minutesof the start of the video. Using an example ofM = 3 and S = 6 [37], this means the client'sbu�er must be able to hold 18 minutes of videodata, but it can only catch up to videos thatstarted less than 12 minutes in the past.Stream tapping was developed independentlyof asynchronous multicasting, and although thetwo systems share some similarities (especiallywith full tap streams), there are some importantdi�erences. Stream tapping:� Does not break the video into segments,� Does not make any assumptions about thetransfer rate,� Makes more e�cient use of the client bu�er,and� Requires a lower data rate at the client STB.5 SimulationWe analyzed the stream tapping system usingsimulation. Each run of the simulation consistedof a 2-hour warm-up period followed by a 12-hour interval during which statistics were kept.Each data point presented in the next section isthe mean average of �ve such runs. This keptthe variance of the values to (typically) less than1%.5.1 VideosThe length of each video was modeled using anormal distribution with a mean of 110 minutesand a standard deviation of 10 minutes. Theselengths were truncated to a minimum of 90 min-utes and a maximum of 180 minutes to keep thevalues realistic.The probability of each video was modeled us-ing a Zipf-like distribution. (See Appendix A fordetails.) This is the distribution recommendedby Drapeau et al. [38] and used by many oth-ers [23, 27, 33, 34, 39]. Also, like many of thepapers just cited, we decided to con�gure thedistribution to more closely �t empirical video
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Video IndexFigure 6: A Zipf-like distribution with N = 92and � = 0:271.rental patterns [40], and therefore used N = 92and a � = 0:271. (See Figure 6.)5.2 ClientsClients were generated using a Poisson arrivalprocess with an interarrival time of 1=�. Clientswere only allowed to select a video based on thedistribution described above. Adding more com-plexity to the client|such as allowing it to giveup waiting (or renege) on its request, or allowingit to interact with the video|is planned for thefuture.5.3 VOD ServerOverall, the VOD server acted like an ordinaryserver; it received requests, serviced requests ifit had available resources, queued requests if itdid not, and tried to service requests in its queueevery time an event occurred that made a diskstream available. The only issue left to modelwas the amount of time it took the server to ac-cess a video. This latency depends on the par-ticular VOD server architecture being used (e.g.if it uses tertiary storage for unpopular videos).Since we did not want to make any assumptionsabout the server, and since we also wanted to re-move the e�ects of the server from the results ofthe simulation, we took this latency to be zero.9



5.4 NetworkThe characteristics of a network|its size, band-width, protocol, and medium|can drasticallyin
uence its e�ectiveness in supporting VOD.For this reason we did not want to make anyassumptions about the network, and as with theVOD server, we also wanted to remove its ef-fects from the results of the simulation. There-fore we assumed that the data was able to tra-verse the network with zero latency and that thenetwork always had bandwidth available to theVOD server.While the assumptions made in this andthe previous subsection are certainly unrealistic,they are consistent with the approaches taken byother researchers in the �eld. Also, even if thelatencies caused by video start-up and the net-work were included, they are small enough whencompared to the latency caused by contention forVOD server resources that it is likely the resultswould not be very di�erent.5.5 Client STBWe assumed that the client STB's were all ex-actly the same in terms of their bu�er size andmaximum data rate. This is not required to bethe case, but it simpli�ed the simulation.5.6 Scheduling PolicyStream tapping does not work well with stan-dard scheduling policies. First-come-�rst-served(FCFS) is fair, but it does not recognize the sav-ings presented by full and partial tap streams.Maximum queue length (MQL), by schedulingbased on the current number of outstanding re-quests for each video, favors the tap streams,but it can cause starvation for unpopular videos.Minimum service time (MST) recognizes the po-tential for tap streams better than the others,but it can cause starvation as well.For this reason, we created our own schedulingpolicy called WSA, the weighted, scaled averageof FCFS, MQL, and MST. In this policy, each re-quest receives its normal priority from the threestandard policies, but then the values are scaled

to put them in common terms, weighted for tun-ing purposes, and then added together for the�nal priority.The exploration of other scheduling policies,and their e�ect on a stream tapping VOD server,is planned for the future.6 ResultsIn this section we will present simulation resultsfor stream tapping. These results are for diskbandwidth and latency, our two primary metricsfor VOD server e�ciency. We will �rst explorehow variations in the parameters and options tothe system a�ect its performance, and then wewill compare (where possible) stream tapping toother systems.We drew upon two standard con�gurations|one for measuring latency and one for measuringdisk bandwidth|when running the simulation.Unless otherwise speci�ed, we used these con�g-urations and both options to the system whensimulating results.The latency con�guration is one that might ex-ist in real life:� The VOD server has 300 disk streams and92 videos (S = 300, N = 92).� The client STB has a 10-minute bu�er andcan receive up to 4 disk streams at any onetime (� = 10, C = 4).This represents a moderately-sized VOD server,one that could service a community of severalthousand people.A con�guration for measuring disk bandwidthcannot be based on a realistic setting. This isfor two reasons: it is more informative to knowthe bandwidth required by requests for a singlevideo (which can then be extrapolated for mul-tiple videos, if needed), and the measurementsshould not be in
uenced by contention for re-sources. Therefore, the disk bandwidth con�gu-ration has the same client STB as the latencycon�guration, but its VOD server has an in�nitenumber of disk streams and only a single video.10



Figures 7 and 8 show how the tap limit a�ectsVOD server e�ciency. Recall that the tap limithelps decide whether the server should select apartial tap stream or an original stream, with avalue of 1.0 meaning it should choose whicheverrequires the least amount of disk time. Thereforethe results in Figure 7 are not surprising; thelowest bandwidth came when the tap limit was1.0.Figure 8, which shows the tap limit's e�ect onlatency, is more intriguing. The best limit herecame at 1.05, a value that caused the VOD serverto favor partial tap streams. We conjecture thishappened because partial tap streams cause diskstream \gaps" of size �, and these allow streamstacking to be performed more often, and theyallow full tap streams to be scheduled more of-ten. (We allowed the modeled server to continuechecking on requests even after it found one thatcould not be serviced. Giving extra opportuni-ties for full tap streams causes the schedulingpolicy to behave more like MST, which reducesthe average latency.)Given the slight disparity between the optimaltap limits for latency and disk bandwidth, wedecided to use a tap limit of 1.0 for the rest ofthe results in this section. This value was themost intuitive choice, and it should work wellregardless of the scheduling policy used. We didnot want to tune stream tapping to the WSApolicy and give it an unfair advantage over theother systems during later comparisons. Also,by using a value greater than or equal to 1.0, wewere able to prove the server will never make abad stream choice. See Appendix C.Figure 9 shows how the size of the client bu�era�ects disk usage on the VOD server. As ex-pected, a larger bu�er improves the disk usageon the VOD server for all arrival rates exceptfor the largest, � = 120. This happens becausestream tapping was designed with a small bu�erin mind, and when the bu�er size and arrivalrate become large enough, it is not always bestfor the VOD server to assign a request a full tapstream. Changing the algorithm so that a streamdecision is made for all tap streams (instead ofjust partial tap streams) is a trivial matter, and
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Figure 7: Using disk bandwidth to determine thebest tap limit (N = 1, S =1).
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Figure 8: Using latency to determine the besttap limit (N = 92, S = 300).
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Figure 9: STB bu�er size versus disk usage(N = 1, S =1).11



it is something we will explore in the future.Figure 9 also shows that with a 10-minutebu�er on the client, the VOD server only re-quires about 15 disk streams on average to givea zero latency for a particular video, even if thevideo is requested 120 times per hour. If stag-gered broadcasting were to use 15 disk streamsfor a video, it would give a latency of over 3.5minutes.The e�ect the bu�er size has on client latencyis shown in Figure 10. This graph is very en-couraging; even when there were twice as manyrequests per hour as there were disk streams onthe VOD server, the server was able to handlethe load and and give reasonable latencies, evenfor the 5-minute bu�er.It is also worth noting that a conventional sys-tem, by reserving a disk stream for each displaystream, can only handle about 164 requests perhour when it has 300 disk streams; any morethan that and it will begin to generate an in�-nite request queue. Stream tapping can handlealmost twice that many requests per hour be-fore it even begins to generate non-zero latencies(with � � 10).Figure 11 shows how the number of diskstreams on the VOD server a�ects latency. Thearrival rates are given as a percentage of thosestreams per hour. This allows the arrival ratesto be meaningful for each server size.Figure 9 already provided examples showingthat when the request rate for a video is dou-bled, the bandwidth required by the video doesnot double. (For example, for � = 10, when therequest rate jumped from 30 to 60 per hour, thebandwidth only increased from about 10 to 12disk streams.) Thus the results from Figure 11should not be surprising. Increasing the diskbandwidth and the request rate by the same fac-tor allows the VOD server to perform more e�-ciently. This is why stream tapping scales well.The e�ect of the VOD server's library size onlatency is shown in Figure 12. Stream tappingworks best when it receives a high rate of re-quests for a single video; that allows most clientsto receive a signi�cant amount of their videodata through tapping. Thus we would expect the
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Figure 10: STB bu�er size versus latency(N = 92, S = 300).
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Figure 11: VOD server disk streams versus la-tency (N = 92, S = 300).
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Figure 12: VOD server library size versus latency(N = 92, S = 300).12
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Figure 13: Maximum client streams versus diskbandwidth (N = 1, S =1, � = 60).
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Figure 14: Maximum client streams versus la-tency (N = 92, S = 300, � = 525).VOD server to show lower latencies when thereare fewer videos (but the request rate remainsthe same), and that is the case in this �gure.Figures 13 and 14 show how the maximumnumber of client disk streams a�ects VOD servere�ciency. The basic part of the stream tappingsystem requires two client streams, and only theoptions to the system make use of more. Thuswe expected a priori that the performance gainsfrom increasing the number of client streamswould be small, and that is what we found. Bothdisk usage and latency improve when movingfrom 2 to 3 client streams, but after that thegains are minimal.Figure 13 might be a little misleading in that it
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Figure 15: E�ects of the stream tapping optionson disk usage (N = 1, S =1).indicates the server uses more bandwidth whenthe clients can accept more streams. This is be-cause, by allowing the server to have in�nite diskstreams when measuring disk usage, the clientsare able to perform stream stacking to its fullestextent. The more clients can perform streamstacking, the less they can perform extra tap-ping (since the \stacked" data can no longer betapped by later-arriving requests), and the lesse�cient the VOD server becomes with regard todisk bandwidth. This is also a problem withother graphs that measure disk usage, but to asmaller extent since the default value of C is only4. Figures 15 and 16 show how the extra tap-ping and stream stacking options a�ect the VODserver. Note that stream stacking is not includedin Figure 15. When it is used alone, it simplyrearranges when video data is read from disk; itdoes not change the actual disk usage.These results were slightly disappointing:while the options appear to improve disk usageto a signi�cant extent, they only decreased la-tency by a slight amount (roughly 20 seconds foreach data point). This appears to be caused bytwo things:� Extra tapping causes gaps in disk streamsthat reduce the overall disk usage, but thegaps are not large enough and do not lineup well enough to allow other streams to bescheduled.13
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Figure 16: E�ects of the stream tapping optionson latency (N = 92, S = 300).
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Figure 17: Average latencies for four schedulingpolicies (N = 92, S = 300).� Stream stacking only exists to improve la-tency (it does not help disk usage), but itrequires available streams in order to func-tion. That is, in most of the situations whenit can help, it is not needed.However, it is possible that with a largerVOD server (which gives more disk streams towork with and allows more interactions betweenstreams) or with a di�erent strategy for using theoptions (such as changing how available streamsare split up during stream stacking) the optionsmight perform better.Figures 17 and 18 show howWSA compared toother scheduling policies like FCFS, MQL, andMST. We found these results heartening: WSA
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Figure 18: Maximum latencies for four schedul-ing policies (N = 92, S = 300).performed well|with an average latency be-tween FCFS and MQL and a maximum latencyclose to FCFS|even though we did not takea great deal of time to study di�erent schedul-ing policies or tune the WSA policy. We expectthat with more analysis we will be able to �nd ascheduling policy that will work even better withstream tapping than WSA does now.Figure 19 shows how much disk bandwidth issaved by using stream tapping instead of a con-ventional system. (We could compare latenciesas well, but for any arrival rate that creates non-zero latencies for stream tapping, a conventionalsystem generates an in�nite queue.) Note thatstream tapping saves over 80% when the interar-rival time is 2 minutes or less (that is, when thevideo is popular), and even saves 15% when theinterarrival time is 60 minutes.Figure 20 compares stream tapping to the twobroadcasting systems. Because of their deter-ministic nature, it is possible to write functionsfor latency based on the disk bandwidth (mea-sured in streams) provided the two broadcastingsystems. Given a video i, we usedLs(S) = Li2Sfor staggered broadcasting andLp(S) = Li3(2S=3 � 1)14
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Figure 20: Average latency for three VOD sys-tems (N = 1, � = 360).
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Figure 21: Average disk usage for three VODsystems (N = 1, S =1).
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Figure 22: Average latency for three VOD sys-tems (N = 92, S = 300).15



7.1 Scheduling PoliciesAs we mentioned before (see x5.6), our WSAscheduling policy is very simplistic and can morethan likely be improved upon. Others havelooked at scheduling policies for VOD serversbut have not considered the service time of therequest [23, 24]. This is a very important fac-tor with stream tapping since service times canrange from a few seconds to hundreds of minutes.7.2 Client RenegingThere are three important ways of rating ascheduling policy:� Average latency, which we have discussed inthis report.� Client reneging rate, which is the percentageof time clients renege on their video requestbecause it has taken too long to be serviced.� Fairness, which is a measure how \fair" thescheduling policy is in regard to the di�er-ent videos o�ered by the VOD server. Aperfectly fair policy has an equal renegingrate for each video.In this report, we have only considered the �rstof these three methods (while giving hints aboutthe latter two through the use of the maximumlatency). By adding client reneging to the simu-lation, we will be able to study the reneging rateand fairness as well.7.3 Stream Decision ProcessWhile working with stream tapping, we foundthere were situations when it was not always bestto assign a request a full tap stream. For ex-ample, if � = 30, L = 110, and a disk stream isstarted for a video every minute, then a videogroup will contain an original stream and 30 fulltap streams, and it will require110 + 30Xj=1 j = 575

minutes of disk time. However, if an originalstream was used instead of the 15th full tapstream from above, the same requests would onlyrequire 110 + 14Xj=1 j + 110 + 15Xj=1 j = 445minutes of disk time. Changing the decision pro-cess so that an original stream can be assigned atany time is an important step in making streamtapping more versatile.7.4 Server Library SizeWe chose a library size of 92 videos because thatallowed us to model our workload against empiri-cal data [40]. This size is probably much smallerthan will actually be used: Drapeau et al. [38]estimate that VOD servers will contain around500 (MPEG-1 encoded) videos, while some reallife VOD trials feature servers that can hold over1000 videos [1, 2]. Large library sizes are a goodselling point for VOD providers, but it is notclear to what extent they a�ect VOD server sim-ulations. Even with our distribution, the 92ndvideo is only selected 0.4% of the time. If hun-dreds of more videos are added, they will all havevery small selection probabilities, and it mayturn out that during a 12-hour simulation, notmany more than 92 videos are selected anyway.However, this is something we plan to explore.7.5 VCR ControlVCR control includes functions such as pause,fast forward, and rewind. Systems that startvideos after semi-regular intervals (such as stag-gered broadcasting) can perform these func-tions very e�ciently in a discontinuous man-ner [25, 27, 28]. That is, the functions can bemimicked by allowing the client STB to jumpforward a stream (for fast forward), jump back-ward a stream (for rewind), or wait for a trailingstream to reach the same point in the video (forpause). However, this implementation does notallow for cuing (viewing the video while usingfast forward or rewind) and it might not give16



the client much precision in deciding the dura-tion of the function (depending on how often newstreams are started). And thus continuous VCRfunctions are preferred.Systems such as stream tapping, piggyback-ing, and batching can support continuous VCRfunctions, but as far as we have been able to�nd, no such studies have been performed. Thisis probably because the systems will encounterserious degradation in performance when VCRcontrols are added: each VCR action taken bya client can potentially move the client out ofits current multicast group and into a new groupwhere it is the only member. This would, in ef-fect, break down all the work the system wentthrough to create a large multicast group.But stream tapping might have an edge:� A client moved out of its current groupwould still be able to tap data from otherdisk streams. This might allow it to be as-signed the equivalent of a full or partial tapstream and save on disk bandwidth.� Because stream tapping requires a bu�er onthe client STB, not all VCR functions wouldrequire the client to leave its group. For ex-ample, a client receiving an original streamcan pause up to � minutes before it mustjump to a new group.These points will help to mitigate the e�ects ofVCR actions, but obviously they will not alle-viate them entirely. However, a study must bedone to see how much the VCR controls will hurtstream tapping performance, and how this inter-active version of stream tapping will rate com-pared to other systems providing VCR controls.8 ConclusionE�ciency is very important for VOD servers; itreduces the amount of hardware a server requiresin order to function, and it reduces the amountof time clients must wait before their requestscan be serviced. The latter might be enough todetermine whether a VOD service succeeds orfails.

In this report we presented a system calledstream tapping that can improve the e�ciency ofVOD servers. It allows clients to tap into all diskstreams on the VOD server so they can minimizethe amount of new disk bandwidth they requirefor their requests. This reduces the total amountof bandwidth required by the server, and that inturn leads to lower latencies for the clients.Stream tapping does not make any assump-tions about its environment. It can work withVOD servers of any size, does not require exces-sive network bandwidth, and can be scaled to�t the desired complexity of the VOD server orclient STB. Stream tapping also does not requireany a priori knowledge by the VOD provider,such as which videos will be popular and whichwill not.We tested stream tapping through the use ofsimulation. Using MPEG-1 encoding, videoswith an average length of 110 minutes, and aVOD server with 300 disk streams available, wefound that even when the client bu�er was assmall as 115 MB stream tapping gave less than5-minute latencies even when as many as 450 re-quests were made each hour. We also comparedstream tapping to a variety of other VOD sys-tems and found that it performed as well or bet-ter than all of them. In particular, it requiredless than 20% of the disk bandwidth used by con-ventional systems (which dedicate a disk streamon the server for each client) for popular videos.AppendixAGiven a parameter N , the number of objects tobe considered, a Zipf distribution assigns objecti the frequency f(i) = 1iThen the probability for object i is given byp(i) = f(i)PNj=1 f(j)17



A Zipf-like distribution modi�es the aboveslightly by using a second parameter �. With� the frequency for object i becomesf(i) = 1i(1��)and the probability for i is calculated in the samefashion.BWhen a client STB is assigned a full or partialtap stream, it will receive data from� Its assigned stream,� The original stream it is tapping, and� Any streams it can use for stacking or extratappingduring its �rst � (for full taps) or � (for par-tial taps) minutes. We will use this appendix toprove that the client's bu�er can hold all of thisdata without over
owing.Let d be the length of the interval (� or �),and note that d � �. Also note that the origi-nal stream being tapped is sending data that theSTB bu�er must hold for the entire d minutes,but the other streams are only sending data forthe �rst d minutes of the video. Now considerany time t between T0, the starting time of thetap stream, and T0 + d. The client bu�er willhave tminutes of data from the original stream inits bu�er, but it will only have at most d�t min-utes of data from the other sources. That meansthe bu�er will have at most d� t+ t = d � �minutes of video data in it during the time inter-val. And so the variety of sources will not causethe STB bu�er to over
ow.CWhen the stream tapping algorithm decides be-tween a partial tap stream and an originalstream, it does not consider the e�ect of futurestreams on the current video group. It makes a

simple greedy decision based on the optimal av-erage usage for the group|up until the time ofthe current request|and the average usage forthe group if the request is assigned a partial tapstream. That leaves open the possibility thatthe algorithm could make a bad choice. Thatis, it is possible for the algorithm to decide onan original stream when a series of future par-tial tap streams would bring the average usagewithin the tap limit of the optimal usage. In thisappendix we will prove that when the tap limit isgreater than or equal to 1.0, the algorithm nevermakes a bad choice.We will �rst de�ne some notation. Let � bethe tap limit, let � = 1=�g be the interarrivaltime for streams for the video, and let Ui;j bethe total usage for the ith through jth streamsto the video group. (So, for example, U1;1 is theusage of the original stream in the group.) Letr be the index of the stream that causes the op-timal average usage, and let s > r be the indexof the �rst request that the algorithm assigns anoriginal stream.Then we know U1;ss� > �U1;rr� (4)and we need to prove that for any t > s,U1;tt� > �U1;rr�Let us �rst look at the average group usage forthe sth request (assuming it was assigned a par-tial tap stream rather than an original stream).U1;ss� = U1;r + Ur+1;ss�= U1;rr� � rs+ Ur+1;s(s� r)� � s� rsThe average usage is simply the weighted aver-age of the optimal average usage and the averageusage of the streams arriving after r. Hence, byEquation 4 we knowUr+1;s(s� i)� > �U1;rr�18



But Ur+1;s(s� i)� = 1(s� r) �Ur+1;r+1� +Ur+2;r+2� + � � �+ Us;s� �which is a weighted average as well. Since theusage of each request increases the farther awaythe request gets from the original stream (i.e.with increasing index), we haveUs;s� > �U1;rr� (5)Now consider any t > s. The average usage ofthe video group isU1;tt� = U1;s + Us+1;tt�= U1;ss� � st+ Us+1;t(t� s)� � t � st> �U1;rr� � st+ (t� s)Us;s(t� s)� � t� st by (4)> �U1;rr� � st+ �U1;rr� � t � st by (5)= �U1;rr�QED.References[1] James R. Allen, Blaise L. Heltai, Arthur H.Koenig, Donald F. Snow, and James R.Watson. VCTV: a video-on-demand markettest. AT&T Technical Journal, 72(1):7{14,January 1993.[2] Bruno Suard, Leopold Verbist, and Dirk DeSchoenmacker. Update on VOD trials. InProceedings of ICCT '96, pages 1033{6, Bei-jing, China, May 1996. IEEE Computer So-ciety Press.
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