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Testing for Opens in Digital CMOS CircuitsHaluk KonukabstractShorts and opens are the most common types of defects in today's CMOS integratedcircuits. This dissertation focuses on opens that occur in transistor drain/source connectionsand in the interconnect wiring.Compared to prior research, a very e�cient and the most accurate, in terms of taking alltest invalidation mechanisms into account, fault simulator for opens in drain/source connec-tions is presented. Results show the individual contributions of di�erent test invalidationmechanisms.How interconnect opens can cause oscillations and sequential behavior is demonstratedfor the �rst time. Necessary conditions for such behavior are likely to occur in manyinterconnect opens.A fault simulation algorithm for interconnect opens, which takes into account all knownfactors that can a�ect the behavior of an interconnect open, is presented. The estimatedrun-time for this algorithm is a constant multiple of the run-time required for stuck-at faultsimulation.Empirical evidence from test chips, which contain various 
oating-gate transistor struc-tures, shows for the �rst time that the die surface can become a factor in determining thebehavior of a 
oating wire created by an interconnect open.
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11. IntroductionDefects that occur during the integrated circuit (IC) manufacturing process can becategorized into three classes according to Hawkins, et al. [12], which provides a veryextensive list of references on this topic. These classes are bridge, open circuit (break),and parametric delay defects. Breaks in the conducting materials of a circuit layout causeunintended open circuits. The terms opens and breaks are also used to mean the sametype of defect in this dissertation. Breaks can be categorized into four types based on theirlocation in a layout.1. A break can disconnect a set of logic-gate inputs from their drivers; thus causingthese gate inputs to 
oat. In order for this to happen a break needs to occur in theinterconnect wiring.2. A break can occur inside a CMOS cell a�ecting transistor drain and source connec-tions [19, 16, 7, 10, 23].3. A break inside a CMOS cell can a�ect the connections between the bulk of an n-channel transistor and GND, or the bulk of a p-channel transistor and Vdd.4. A break can disconnect a single transistor gate from its driver [4, 32].Among these types, type 1 is the mostly likely one due to 3, 4, or even 5 layers of metalused for interconnect in modern ICs. Vias are especially susceptible to breaks, and thenumber of vias exceeds the number of transistors in some microprocessor designs [38]. Dueto the large number of contacts connecting transistor drain/source terminals to each other,to logic-gate outputs, and to Vdd and GND busses, type 2 is the second most likely type.This dissertation focuses on break types 1 and 2.Chapter 2 [19, 16] describes a fault simulation algorithm for type 2, which is also calleda network break. More precisely, a network break is de�ned to be a break fault in thep-network or in the n-network of a CMOS cell that breaks one or more transistor pathsbetween the cell output and Vdd or GND. Previous work [31, 14, 42, 6, 2, 21, 7], mostlyin the context of transistor stuck-open faults, studied test invalidation due to transient



2paths to Vdd or GND and due to charge sharing. Chapter 2 shows the importance ofMiller feedthrough and feedback capacitances in network break test invalidation, which wasignored by previous work. A new fault simulation algorithm for network breaks is presentedwith the following novel features: First, the electrical charge coming from Miller and p-njunction capacitances is computed using a transistor charge model [35]; this automaticallyhandles the non-linear nature of transistor capacitances accurately, as opposed to assumingconstant capacitance values as was done in previous work. Second, this fault simulationalgorithm uses only six voltage levels for charge computations, which allows the use oflook-up tables that dramatically reduce the computation time.Using this simulator to analyze test sets for the ISCAS85 circuits, Chapter 2 showsthat the charge coming from Miller capacitances has a larger share in test invalidationthan the charge from p-n junction capacitances. This simulator spends less time for chargecomputations than it spends for transient path identi�cation.Chapters 3 and 4 together with Appendix A cover various aspects of testing for type 1breaks, which are also called interconnect opens.Chapter 3 [18] shows that interconnect opens can cause oscillations and can add stateto the circuit (sequential behavior). It also shows that the conditions for oscillations andadded state are likely to occur in many interconnect opens.Chapter 4 describes a fault simulation algorithm for interconnect opens taking intoaccount all the known factors that can a�ect the voltage of a 
oating wire created by aninterconnect open.Appendix A [17] presents experimental evidence that the die surface can act as anRC interconnect, becoming an important factor in determining the voltage of a 
oatingwire created by an interconnect open. It provides a circuit model for this e�ect that isveri�ed with HSPICE simulations. Appendix A also provides a detailed analysis of potentialmechanisms behind this phenomenon, and it provides measurement results for the trappedcharge deposited on 
oating gates during fabrication.Finally, Chapter 5 summarizes the contributions of this dissertation.



32. Fault Simulation for Network BreaksA network break is a break fault in the p-network or in the n-network of a cell thatbreaks one or more transistor paths between the cell output and Vdd or GND. A transistorpath is a sequence of transistors physically connected through their drain and sourceterminals. Note that transistor stuck-open faults form a subset of network break faults.Renovell and Cambon [32], and Champac, et al. [4] showed that a transistor stuck-open testset can also detect some of the type 4 breaks, which create single 
oating transistor gates.This chapter introduces the Miller feedback and feedthrough test invalidation mechanismsand describes a novel charge-based fault simulation algorithm for network breaks, whichtakes into account transient path, charge sharing, and Miller invalidation mechanisms.2.1 IntroductionDetection of a network break with voltage measurements requires a two-vector test.Reddy, et al. [31] showed that transient paths to Vdd or GND can invalidate a two-vector testin transistor stuck-open testing. Barzilai, et al. [2] showed that charge sharing between theinternal nodes of the faulty cell and the high impedance faulty cell output can also invalidatea test. Lee and Breuer [21] proposed a scheme for handling charge sharing in transistorstuck-open fault testing using both IDDQ and voltage measurements, but measuring bothcurrent and voltage may not be feasible during testing. Barzilai, et al. [2] described a faultsimulator for transistor stuck-open and stuck-on faults. For handling charge sharing, theypartitioned all the nodes in every cell into two classes. They assumed that nodes in the�rst class have small enough capacitances so that these nodes could be ignored. If a nodein the second class can share charge with the 
oating cell output, then they declare the testinvalid. Di and Jess [7] developed a fault simulator for network breaks, but they ignoredstatic hazards, and their detecting conditions considered charge sharing only with the nodeson the broken paths. Favalli, et al. [10] proposed a set of detection conditions for networkbreaks, but they considered neither transient paths to Vdd or GND, nor charge sharing.



4The fault simulation algorithm of this chapter takes into account transient paths to Vddor GND, charge sharing, Miller feedback e�ect, and Miller feedthrough e�ect. The followingis a list of the major contributions of this chapter that distinguishes this work from previousresearch.1. Section 2.2 demonstrates that Miller feedback and Miller feedthrough capacitancescan invalidate a two-vector test for a network break just as charge sharing can.Furthermore, the experimental results in Section 2.4 show that Miller capacitanceshave a much greater e�ect on test invalidation than the p-n junction capacitancesconsidered by previous work on charge sharing. Section 2.3.1 describes a charge-based approach that considers the worst case e�ects of Miller capacitances and chargesharing together on test invalidation.2. Because this is a charge-based approach, the non-linear nature of Miller and p-n junc-tion capacitances are more accurately modeled relative to previous capacitance-basedapproaches. Section 2.2 shows that a Miller capacitance and a p-n junction capaci-tance can change by more than a factor of �ve and a factor of two, respectively. Acapacitance-based approach needs to use the worst case capacitance value. Our simu-lator is less pessimistic by using the correct charge value on a transistor capacitance.3. Our fault simulator uses only six voltage levels to compute the worst case chargedi�erences, as described in Section 2.3.2, so the charge equations can be precomputedinto look-up tables. The experimental results in Section 2.4 show that the look-uptable based charge computations take less CPU time than transient path identi�cation.The CPU times per vector are better than previous, less accurate, fault simulationmethods.4. The maximum voltage an internal node in an n-network can acquire is about three-fourths of the Vdd voltage, and the minimum voltage an internal node in a p-networkcan acquire is about one-fourth of the Vdd voltage, as shown by HSPICE simulationsusing Orbit 1.2�, HP 0.8�, and HP 0.6� process parameters obtained from MOSIS.The assumption here is that an n- or a p-network does not have special circuitry, such



5as a charge pump, to pull its internal node voltages up or down. Previous chargesharing approaches assumed that internal nodes can acquire any voltage from GNDto Vdd. Again, our simulator is less pessimistic by using the correct maximum andminimum voltage levels for internal nodes.5. Our fault simulator identi�es static hazards on the circuit wires; thus, it can determinewhether a faulty-cell internal node has an intermittent or a stable connection to thecell output during charge sharing. This makes a di�erence, because the resultingvoltage when a group of capacitors are sharing charge at the same time is di�erentfrom the case where the same group of capacitors connect with each other in a certainsequence but not at the same time. This also makes a di�erence for the worst caseMiller feedthrough e�ects as shown in Section 2.3.2.2.2 Detection of Network BreaksTo guarantee the detection of a network break with voltage measurements, a two-vectortest is necessary. Without loss of generality, let us assume that the break is in the p-network. The �rst vector must initialize the cell output to GND, and the second vectormust activate only the broken paths in the p-network and no other path. Activating apath means applying ON voltages to the gates of all the transistors on the path. Thesecond vector makes the fault-free cell output voltage equal to Vdd, but the faulty celloutput is high impedance|retaining its initial GND voltage. If the faulty cell output keepsits logic 0 value until the circuit outputs are sampled, and the second vector is a test forthe cell output stuck-at-0 fault, then the network break is detected. If certain mechanisms,which can raise the high-impedance cell output voltage from GND to a higher value, whichmight be interpreted as logic 1, are not taken into account, then a two-vector sequence maybe incorrectly classi�ed as a test for the break. Those mechanisms are said to potentiallyinvalidate a test.Two mechanisms that may invalidate a test, transient paths to Vdd or GND and chargesharing, have been studied in the context of transistor stuck-open faults and CMOS opens



6by many researchers [31, 14, 42, 6, 2, 21, 7]. This chapter shows that Miller e�ects dueto the gate-drain and gate-source capacitances of the CMOS transistors can modify thevoltage of the faulty cell output when it is at high impedance. I refer to these capacitancesas Miller feedthrough [27] when they are inside the faulty cell, and as Miller feedback[27] when they are inside the cells driven by the faulty cell's output. Table 2.1 shows in threedi�erent fabrication technologies that Miller and p-n junction capacitances have comparablevalues. Each Miller capacitance has its minimum value when the transistor is o�, and hasits maximum value when the transistor is fully on, that is, when the gate voltage is 0V withdrain and source at 5V. Each p-n junction capacitance has its minimum value when thereverse bias voltage is 5V, and has its maximum value when the bias voltage is 0V.Orbit 1.2� HP 1.2� HP 0.8�Miller cap. (fF) 4.2 - 22.5 4.0 - 17.6 6.2 - 17.7p-n junc. cap. (fF) 13.5 - 29.8 10.6 - 23.0 10.4 - 20.4Table 2.1: Miller and p-n junction capacitances computed by HSPICE for a 32�wide pMOS transistor with 3� di�usion lengthNote that only the p-n junction capacitances in the faulty cell can contribute to testinvalidation, whereas Miller capacitances in the fanout cells driven by the faulty cell aswell as the Miller capacitances in the faulty cell can contribute to test invalidation. Thischapter describes all these test invalidation mechanisms in detail, and it shows how ourfault simulator handles them e�ciently and accurately using a charge-based, instead of acapacitance-based, approach that solves all of the Miller feedthrough, Miller feedback, andthe charge sharing problems together.Using the path-delay fault testing terminology, let time-frame 1 denote the timeinterval beginning with the application of the �rst vector and ending with the applicationof the second vector, and let time-frame 2 begin with the application of the second vectorand end with the sampling of the circuit outputs. All the signals in the circuit are assumedto be stable by the end of time-frames 1 and 2.
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00

00
10 10

S0
S0Figure 2.1: An AND gate output with and without a static hazardOur fault simulator uses an eleven-value logic algebra to denote the logic valuesof wires in the two time frames. Let ab denote one of nine values of this logic algebra,where a; b 2 f0; 1; Xg, and a and b are the �nal values of a wire in time frame 1 and 2,respectively. Thus, 00 on wire l means that the �nal value of l is 0 in both time frames.Due to multiple paths from circuit inputs to line l, the value on l may temporarily changeto 1 and change back to 0 again, which is called a static hazard in logic design terminology.The other two values of the eleven-value logic algebra are S0, which represents a 00 withno static hazard, and S1, which represents a 11 with no static hazard (stable 0 and stable1 [39], respectively). Figure 2.1 shows two cases for an output assignment of 00 and S0 foran AND gate.Other researchers studied the e�ect of transient paths to Vdd or GND on test invalidationextensively [31, 14, 42, 2], here illustrated with an example. Consider the p-network breakin Figure 2.2. The cell input assignments shown form a proposed test for this break. Timeframe 1 initializes line out to 0V, and time frame 2 attempts to charge up out to Vdd onlythrough the broken path. In this test, if a1 was 11 instead of S1, then a1, a2, and a3could be logic-0 at the same time momentarily due to glitches on a1 and a3 after out starts
oating with b at logic-0. This would momentarily establish a conducting path from Vddto out, and could raise the out voltage to a logic-1 value, thus invalidating the test.In this chapter, the emphasis is on how Miller feedback and feedthrough e�ects, andcharge sharing can invalidate a test. Note that the Miller e�ect is an entirely di�erentmechanism than charge sharing: Charge sharing is the transfer of charge between twopreviously isolated electrical nodes. The Miller e�ect is a result of the charge transfer orcharge redistribution from one plate of a capacitor to a plate of another capacitor, wherethese two plates are connected to the same electrical node.
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Figure 2.2: The circuit to demonstrate test invalidation for a network breakThe circuit in Figure 2.2 demonstrates these test invalidation mechanisms. The cell onthe left in Figure 2.2 with a p-network break in it is an OAI31 in the MCNC cell library,and the cell on the right is a 2-input NOR gate, again from the MCNC cell library. Iused level 13 (the BSIM model) in HSPICE to simulate this circuit, because this modelguarantees charge conservation. I obtained the BSIM model parameters from MOSIS forthe 1.2� Orbit n-well fabrication process. The 35fF capacitance shown in Figure 2.2 is usedto model a metal-1 wire that is 160� long in this 1.2� process.2.2.1 Miller Feedback E�ectThe voltage changes on the drain/source terminals of the Miller feedback capacitancescan signi�cantly change the voltage of a 
oating node. Note that a Miller feedback capaci-tance is not only due to the overlap between the gate and di�usion regions of a transistor,but it is also due to the charge stored in the channel region, and can be up to half of thetotal gate capacitance when the transistor is on. For the pMOS transistor connected toout in the NOR gate in Figure 2.2, the Miller feedback capacitance changes from 4.1fF to20.8fF, according to HSPICE, when the transistor gate voltage changes from 5V to 0V withdrain and source voltages held at 5V.



9Part of Time Frame 2Time Frame 1initializing out starts Miller charge Millerp1, p2, p3 
oating feedback sharing feedthrough0ns 1ns 4ns 5ns 6ns 7ns 9ns 10ns 12ns 13ns 14ns 15nsx 0V 5V 5V 5V 5V 0V 0V 0V 0V 0V 0V 0Va1 0V 5V 5V 5V 5V 5V 5V 5V 5V 5V 5V 5Va2 0V 0V 0V 0V 0V 0V 0V 0V 0V 5V 5V 5Va3 5V 5V 5V 5V 5V 5V 5V 0V 0V 0V 0V 5Vb 5V 5V 5V 0V 0V 0V 0V 0V 0V 0V 0V 0VTable 2.2: The simulated behavior of the cell input signals in Figure 2.2Consider the proposed test shown in Figure 2.2. Table 2.2 shows the simulated behaviorof all the cell input signals in time frame 2 and in part of time frame 1, assuming that thecircuit in Figure 2.2 is embedded in a larger circuit and the cell inputs are not the primaryinputs. The �rst transition in time frame 2 happens at line b making the OAI31 output
oating with a slightly negative initial voltage as shown in Figure 2.3. The next transitionis at x between 6ns and 7ns. Just before this transition, the NOR output m was at 0V, andthe internal node p3 in the NOR gate was at around 1.2V, which is about the minimumvoltage an internal p-di�usion node can acquire in the process I used. After x becomes 0Vturning on the pMOS transistor it is connected to, p3 and m both rise to around 5V. Theserising transitions on p3 and m raise the out voltage due to Miller feedback to 1.1V from 6nsto 9ns as shown in Figure 2.3.In time frame 1, x started at 0V in order to �rst charge up p3 to 5V, and then let itdrain down to 1.2V at the time b becomes high impedance.
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Figure 2.3: Test invalidation by Miller feedback, charge sharing, and Millerfeedthrough2.2.2 Charge SharingIf in time frame 2 there is a glitch on line a3 between 9ns and 10ns, out is connected tointernal nodes p1 and p2 in the OAI31 cell. Since p1 and p2 were initialized to 5V duringtime frame 1 by starting a1 at 0V, charge transfer from p1 and p2 to out raises the outvoltage to 2.3V from 9ns to 12ns, as shown in Figure 2.3. The p-n junction capacitance ofnode p2 changes from 26.7fF to 14.9fF when the voltage at p2 changes from 5V to 2.3V.When the voltage at p2 drops to 1V, its capacitance drops to 13.2fF.2.2.3 Miller Feedthrough E�ectThe next event is a rising transition at line a2 between 12ns and 13ns. Due to thegate-drain and gate-source (Miller feedthrough) capacitances of the pMOS transistor a2 isconnected to, this transition raises the voltages on p1 and p2. Please note that the Millerfeedthrough capacitance is not only due to the gate-di�usion overlap, but it can go up to



11half of the total gate capacitance when the transistor is on as in the case of Miller feedback.The voltage increase on p2 enables additional charge transfer from p2 to out between 12nsand 14ns. The �nal event is a rising transition at line a3 between 14ns and 15ns, whichbumps up the out voltage to its �nal value of 2.63V. At this point, the output of the secondinverter in Figure 2.2 is a perfect 0V, the same value as in the fault-free circuit, so the testis completely invalidated.2.3 The Fault Simulation AlgorithmMy fault simulation algorithm declares a two-vector sequence to be a test for a networkbreak if the sequence cannot be invalidated by transient paths to Vdd or GND, Millerfeedback and feedthrough e�ects, and charge sharing. The �rst thing to do with a two-vector sequence is to perform gate level simulation using the eleven-value logic algebra.The algorithm is based upon the assumption that if a primary input of the circuit has thesame logic value in time frames 1 and 2, then that input has no static hazard, that is, it isglitch-free. For an AND gate to have an S0 value at its output, at least one of its inputsmust be S0, and to have an S1 at its output, all of its inputs must be S1. An OR gate isprocessed similarly.In order to guarantee that no transient path to Vdd invalidates a test for a p-networkbreak, all the paths from the faulty cell output to Vdd in the p-network must have at leastone transistor with S1 value at its gate. This is a necessary condition for no transientpath, because if a path has no transistor with an S1 at its gate, then that path can bemomentarily activated causing current to 
ow from Vdd to the faulty cell output, makingthe faulty cell behave like the fault-free one. It is also a su�cient condition, because havingat least one pMOS transistor turned o� for every possible path in the p-network of the faultycell throughout time frame 2 guarantees that no current can 
ow from Vdd to the faultycell output. Similarly, in order to guarantee no transient path to GND for an n-networkbreak, all the paths from the faulty cell output to GND must have at least one transistorwith S0 value at its gate.



12In order to guarantee that a test will not be invalidated by Miller e�ects and chargesharing, our fault simulator uses a charge-based approach that computes the worst casecharge di�erence on the 
oating faulty cell output. This approach is described in the nextsection.2.3.1 A Charge-Based ApproachWhen a test for a network break is applied, the faulty cell output becomes 
oating atsome point during time frame 2 and stays 
oating in the rest of time frame 2. I refer to thistime period as the 
oating period. I assume that time frame 2 is short enough so thatthe transistor leakage currents can be ignored. During the 
oating period, voltage changesat the gates of the transistors in the faulty cell can displace charge from, or bring in morecharge to, the drain and source terminals (Miller feedthrough e�ect); the output may beconnected to some internal nodes in the faulty cell resulting in charge sharing; and voltagechanges at the internal nodes of the fanout cells can displace charge from, or bring in morecharge to, the gate terminals of the transistors fed by the 
oating output (Miller feedbacke�ect). Assuming constant values for the Miller and p-n junction capacitances would betoo pessimistic or too optimistic, because the Miller capacitances can vary up to a factorof �ve, and the p-n junction capacitances can vary more than a factor of two, as shownin Table 2.1. So, this approach is based on computing the worst case changes in electricalcharge as a function of the worst case voltage changes at the inputs of the faulty cell andits fanout cells.Let us now identify the components of the charge stored at the faulty cell output O,and at a faulty cell internal node. Let I denote the set formed by the faulty cell internalnodes that might be connected to O during the 
oating period, and FCN = I [fOg whereFCN stands for the set of Faulty Cell Nodes. The following two components exist for thecharge stored on any faulty cell node fcn 2 FCN .1. Each transistor drain or source terminal ds connected to fcn stores charge in theintrinsic, or channel, area of the transistor when the transistor is on [35]. This charge



13is a function of the voltages at the terminals of the transistor t and the size of t.Some charge is also stored on ds due to the gate overlap capacitance, which is a linearfunction of the gate-drain or gate-source voltage and the width of t. The charge onds of t is Qds;t. This charge is on the di�usion plates of the Miller capacitances inFigure 2.4.2. Charge is stored in the di�usion regions that make up the transistor terminals con-nected to fcn, because of the reverse biased p-n junctions between these di�usionregions and the transistor bulks. This charge is a function of the reverse bias voltageand the size of the p-n junctions, denoted as Qjunction;fcn. This charge is on thedi�usion plate of the p-n junction capacitance in Figure 2.4.Another component of the charge stored on fcn can be due to a capacitance from fcnto a wire passing over it. The size of this capacitance should be negligible compared tothe Miller and p-n junction capacitances. Analyzing such internal nodes in some of theMCNC cells showed that their capacitance to an overhead wire is indeed around 1/100 ofthe associated Miller and p-n junction capacitances. The following two charge componentsexist only for the faulty cell output O:3. Charge is stored on each transistor gate connected to O. This charge is a function ofthe voltages at the terminals of the fanout transistor f and the size of this transistor.This charge is Qg;f , which is on the gate plates of the Miller capacitances in Figure2.4.4. Charge is stored on the metal wire that connects the faulty cell to its fanout cells,due to the linear capacitances from this wire to Vdd, to GND, and to nearby wires.The summation of all these capacitances for a wire is the wiring capacitance, andthe charge on it is Qwiring . Note that voltage changes on the nearby wires during the
oating period can a�ect the voltage on the 
oating wire. In this chapter, I assumethat rising and falling transitions on nearby wires during the 
oating period canceleach other in the sense that they will not have a net e�ect on the 
oating wire voltage.Let us assume for now that the total charge stored at the nodes in FCN at tinit is the
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diffusionFigure 2.4: Cross section of a CMOS transistor to show charge storagesame as the charge stored at tfinal, where tinit denotes the beginning of the 
oating period,and t�nal denotes the end of the 
oating period, which is also the end of time frame 2. So,I will assume that the net charge di�erence in the nodes of FCN is zero, that is, chargeis conserved during the 
oating period. I am interested in the worst case charge di�erenceon the wiring capacitance CO;wiring, because this charge di�erence �Qwiring gives us theworst case voltage change on O. Because the net charge di�erence in the nodes of FCNis zero, any charge di�erence on the wiring capacitance, which represents only component4 of the total charge stored on O, must come from the charge di�erences on the remainingthree charge components of O and from the charge di�erences in the nodes of I . Therefore,�Qwiring can be expressed as follows:�Qwiring = �0@ Xfcn2FCN �Qfcn + Xf2F�Qg;f1A (2.1)�Qfcn = �Qjunction;fcn + Xt2Tfcn�Qds;t; (2.2)where F is the set of transistors whose gates are connected to O, and Tfcn is the set oftransistors whose drain or source terminals are connected to fcn. Given a circuit, the worstcase charge di�erences are determined only by the worst case voltage di�erences from tinitto tfinal. Section 2.3.2 describes how to obtain these worst case voltages at tinit and at tfinal



15from the elements of the eleven-value logic algebra described in Section 2.2. In Equation 2.2,the �Qjunction;fcn term is for charge sharing between nodes fcn and O, and the summationterm is for the Miller feedthrough e�ect of the transistors in Tfcn. In Equation 2.1, thesecond summation term is for the Miller feedback e�ect.If �Qwiring creates a su�cient voltage di�erence on O, then the test is invalidated. LetL0 th and L1 th denote the maximum voltage that is still a logic-0 and the minimumvoltage that is still a logic-1, respectively. If the faulty cell output O is initialized to 0Vin time frame 1, implying a p-network break, then it is assumed that O will reach L0 that the end of time frame 2, because L0 th is the maximum tolerable voltage without testinvalidation. Similarly, if O is initialized to Vdd, implying an n-network break, it is assumedthat O will be reduced to L1 th at the end of time frame 2. The test becomes invalidated ifCO;wiring �L0 th < �Qwiring when O is initialized to GND; andCO;wiring � (V dd� L1 th) < ��Qwiring when O is initialized to Vdd:Otherwise, the test is declared to be valid if there are no transient paths to Vdd or GNDthat will invalidate the test. Note that a cell in a library will most likely have di�erent logic-0 and logic-1 threshold voltages from another cell in the same library. So, L0 th needs to bethe minimum among all the logic-0 thresholds, and L1 th needs to be the maximum amongall the logic-1 thresholds. Using individual threshold values for every input of every cell mayresult in a large number of threshold values, which would make the fault simulation lesspessimistic. However, the use of look-up tables as described in Section 2.4 may no longerbe feasible.The following equations, 2.3 through 2.7, are taken from Sheu, Hsu, and Ko [35] toexpress the charge stored on a transistor gate, denoted by Qg, and the charge stored bythe source and the drain terminals in the channel of a transistor, denoted by Qd andQs. Additionally, the following equations include the sensitivity of model parameters totransistor lengths and widths. These equations are for an nMOS transistor. For a pMOS



16transistor, the right hand sides of Equations 2.3 to 2.7 need to be negated together withthe interterminal voltages.Subthreshold region, Vgs � Vth and Vgb > zvfb:Qg = cap � zk122 � (�1 +s1 + 4 � (Vgb � zvfb)zk12 ) (2.3)Qd = Qs = 0: (2.4)Triode region, Vgs > Vth and Vds � VDSAT :Qg = cap � (Vgs � zvfb� zphi) with Vds = 0 (2.5)Qd = Qs = �0:5 � cap � (Vgs � Vth) with Vds = 0: (2.6)Saturation region, Vgs > Vth and Vds > VDSAT :Qg = cap � (Vgs � zvfb� zphi� Vgs � Vth3 � �x ): (2.7)The terms Vth, �x, and VDSAT used in the preceding equations are de�ned as follows[24, 35], but in these de�nitions the BSIM model parameters k2, �, and U1 [24, 35] are zeroin order to match the de�nitions in HSPICE [27].Vth = zvfb+ zphi+ zk1 �pzphi+ Vsb�x = 1 + g � zk12 � pzphi+ Vsbg = 1� 11:744 + 0:8364 � (zphi+ Vsb)VDSAT = Vgs � Vth�x



17Any term that starts with \z" in the equations above such as zvfb or zphi is a BSIMelectrical parameter taking the transistor size into account, computed as follows [24]:zP = P + PLL�DL + PWW �DWwhere P is a process parameter such as vfb or phi, PL and PW are the length and widthsensitivities of parameter P, W and L are the drawn transistor width and length, and DWand DL are the size changes to W and L due to various fabrication steps. The values of P ,PL, PW , DL, and DW are all determined by the fabrication process. I obtained the valuesof all the BSIM parameters from MOSIS.Finally, cap = Cox � (W �DW ) � (L�DL) where Cox is the gate-oxide capacitance perunit area.Vds is assumed to be zero in Equation 2.5, which is used for computing the gate charge ofa fanout transistor from the faulty cell. The static current might be non-zero in a fanout cellwhen O reaches L0 th or L1 th, but this static current will not cause a substantial voltagedrop across the drain and source of a transistor in triode region. For example, consider thecase when O is initialized to 0V. The �nal value for O is L0 th; thus the nMOS transistorconnected to O in the fanout cell fc will be turned on. If the output of fc is sensitized toO, then some static current will be 
owing through the nMOS transistor, which is now insaturation region. The output of fc is now at logic-1, because O is at logic-0 even withL0 th voltage on it. Therefore, the pMOS transistor connected to O in fc is in the trioderegion, and the voltage drop across its channel is about Vdd minus the voltage at fc'soutput. Since fc's output is at logic-1, this voltage drop can be ignored.Vds is also assumed to be zero in Equation 2.6, which is used for computing the drain orsource part of the channel charge for a transistor in the faulty cell. If this transistor is in thetriode region at the beginning or end of the 
oating period, no drain current will be 
owingthrough this transistor, since there is no conducting path from Vdd to GND. No equationfor the drain or source part of the channel charge for a transistor in saturation region isneeded, because no transistor in the faulty cell will be in saturation at the boundaries ofthe 
oating period.



18To compute �Qg;f in Equation 2.1 Equations 2.3, 2.5, and 2.7 can be used, dependingon the region the fanout transistor f is in with the initial and �nal voltages at its terminals.To compute �Qds;t in Equation 2.2, Equations 2.4 and 2.6 can be used, depending againon the region transistor t is in. I also include in �Qg;f and �Qds;t the charge di�erencedue to the gate-di�usion overlap capacitances.The reverse biased p-n junction between the di�usion region and the bulk of a transistorforms the capacitance Cjunction. The di�usion region is either the source or the drain of atransistor. From Massobrio and Antognetti [24], Cjunction can be expressed as a function ofthe reverse bias voltage Vr as follows:Cjunction = Cj �Adiff(1 + Vr=�j)mj + Cjsw � Pdiff(1 + Vr=�j)mjsw ;where Cj and Cjsw are the capacitances at zero-bias voltage, for unit area and forunit perimeter of the di�usion; mj and mjsw are the substrate-junction and perimetercapacitance grading coe�cient; and �j is the junction potential. All of these parametershave constant values for the nMOS and pMOS transistors depending on the fabricationprocess used. Finally, Adiff and Pdiff denote the area and the perimeter of the di�usion.Integrating Cjunction, the charge expression for the p-n junction is as follows:�Qjunction = Z Vr;finalVr;init Cjunction � dVr= Cj �Adiff � �j1�mj �  1 + Vr�j!(1�mj)������Vr;finalVr;init +Cjsw � Pdiff � �j1�mjsw �  1 + Vr�j !(1�mjsw)������Vr;finalVr;init : (2.8)The �Qjunction;fcn term in Equation 2.2 is computed using Equation 2.8 for node fcn.2.3.2 Initial and Final Voltages for Charge ComputationsThis section describes how to determine the worst case voltage values at transistor termi-nals at tinit and at tfinal in order to compute �Qwiring in Equation 2.1. This determination



19requires only six voltage values as the initial and �nal voltages of transistor terminals tocompute the charge di�erences given by Equations 2.3 to 2.8. These values are Vdd, GND,L0 th, L1 th, max n, and min p, where max n is the maximum voltage an internal nodein an n-network can achieve through a path to Vdd without any Miller feedthrough e�ect,and min p is the minimum voltage an internal node in a p-network can achieve througha path to GND without any Miller feedthrough e�ect. For the Orbit 1.2� process, max nand min p are approximately 3.3V and 1.2V, respectively, with Vdd equal to 5V. For theHP 0.6� process, max n is 2.45V, and min p is 0.91V with Vdd equal to 3.3V.The computation of �Qds;t and �Qjunction;fcn in Equation 2.2 requires the gate voltagesat tinit and at tfinal for every transistor t connected to fcn, denoted by Vg;t;init andVg;t;�nal, and the initial and �nal voltages of fcn, denoted by Vfcn;init and Vfcn;�nal. Letus assume that node fcn is an internal node in the faulty cell, and not the output node.There are three cases to consider, which are brie
y described in Table 2.3 together withtheir subcases. The following paragraphs present a detailed formal analysis of these threecases.CASE 1 : There is at least one path of transistors from fcn to O such that the gatesof all these transistors are S0 if fcn is in the p-network, and S1 if fcn is in the n-network.This case can be loosely stated as fcn having a constant connection to O. There are foursubcases depending on whether fcn is in the p-network or in the n-network, and whether Ois initialized to GND (p-network break) or Vdd (n-network break). For the sake of brevity,I discuss only two subcases, where fcn is in the n-network. The other two subcases wherefcn is in the p-network are similar.Subcase 1.1 : Node fcn is in the n-network, and O is initialized to GND. In thiscase, Vfcn;init = GND, and Vfcn;final = L0 th. Table 2.4 shows the worst case Vg;t;init andVg;t;f inal values for each transistor t connected to node fcn, depending on the logic valueat t's gate gt. In general, the worst case is when Vg;t;init is GND and Vg;t;f inal is Vdd,because the Miller feedthrough e�ect will increase the voltage at fcn, which has a constantconnection to O when below the max n voltage.



20CASE 1 CASE 2 CASE 3fcn has a constant fcn is guaranteed fcn can havestable connection to be disconnected intermittentto O during the from O given any connections to O
oating period. time during the during the
oating period. 
oating period.Subcase 1 fcn and break both fcn and break bothin n-network. in n-network.Subcase 2 fcn in n-network, fcn in n-network,break in p-network. break in p-network.Subcase 3 fcn in p-network, fcn in p-network,break in n-network. break in n-network.Subcase 4 fcn and break both fcn and break bothin p-network. in p-network.Table 2.3: Cases for determining the initial and �nal voltages in a faulty cell.Logic value at gt Vg;t;init Vg;t;f inal01, 11, 0X, X1, XX, 1X GND VddS0, 00, 10, X0 GND GNDS1 Vdd VddTable 2.4: The worst case gate initial and �nal voltages for Subcase 1.1The non-obvious cases in Table 2.4 are when the logic values at gt are 11 and 10. Whenthe logic value is 11, the voltage at gt might be GND at tinit due to a glitch. Even whenthe voltage of gt at tinit is Vdd, the following scenario might occur after tinit: While O isat GND voltage, a glitch causes a falling transition at gt, which forces the voltage at fcnbelow GND, which makes the p-n junction between fcn and the bulk of t forward-biased,because the bulk of an nMOS transistor is connected to GND. In this way, positive charge



21is transferred from t's bulk to node fcn. Note that this charge transfer is happening duringthe 
oating period, which will violate the charge conservation assumption of Section 2.3.1during the 
oating period. So, by assuming Vg;t;init to be GND, I am e�ectively movingthe beginning of the 
oating period from tinit to the point when this charge transfer iscompleted; charge conservation still holds. The reason I take Vg;t;init to be GND when thelogic value at gt is 10 is the same.Subcase 1.2 : Node fcn is in the n-network, and O is initialized to Vdd. In this case,Vfcn;init = max n. Consider the case where max n � L1 th. Then, Vfcn;final = L1 th, andTable 2.5 shows how the worst case Vg;t;init and Vg;t;f inal values are determined for transistort connected to node fcn, depending on the logic value at t's gate gt.Logic value at gt Vg;t;init Vg;t;f inal10, 1X, X0, XX Vdd GNDS0, 00, 0X GND GNDS1, 11, X1 Vdd Vdd01 GND VddTable 2.5: The worst case gate initial and �nal voltages for Subcase 1.2, max n �L1 thWhenmax n < L1 th, then Vfcn;final = max n, because max n is the maximum voltagefcn can acquire while connected to O. Table 2.6 shows the worst case initial and �nalvoltages for the gate of transistor t. The di�erence between Tables 2.5 and 2.6 is that theinitial and �nal gate voltages for 11 and X1 were both Vdd in Table 2.5, but they changedto Vdd and GND in Table 2.6. The reason is as follows. Due to a glitch during the 
oatingperiod, gt can make a falling transition absorbing charge from 
oating O. Because thevoltage of O may never go below L1 th during the 
oating period, and max n < L1 th,the charge absorbed may not be transferred back to O when gt rises back to Vdd. Anotherdi�erence with the case max n < L1 th is as follows: Consider the case when �Qfcn inEquation 2.2 comes out to be a negative value, implying that net positive charge will be



22transferred from fcn to O. For this reason, �Qfcn must be conservatively set to zero,because charge transfer from fcn to O is not guaranteed, since O may never go below L1 thduring the 
oating period.Logic value at gt Vg;t;init Vg;t;f inal11, X1, 10, 1X, X0, XX Vdd GNDS0, 00, 0X GND GNDS1 Vdd Vdd01 GND VddTable 2.6: The worst case gate initial and �nal voltages for Subcase 1.2, max n <L1 thCASE 2 : All the transistor paths from fcn to O have at least one transistor with itsgate at S1 value if fcn is in the p-network, and at S0 value if fcn is in the n-network. Thiscase is for when fcn is disconnected from O during the whole 
oating period; therefore,this fcn does not play any role in disturbing or helping O keep its initial charge.CASE 3 : The conditions for CASE 1 and CASE 2 are not satis�ed. This case is forintermittent connections between fcn and O during the 
oating period. As in CASE 1,there are four subcases depending on whether fcn is in the p-network or in the n-network,and whether O is initialized to GND or Vdd. For the sake of brevity, I discuss only twosubcases, where fcn is in the n-network. The other two subcases where fcn is in thep-network are similar.Subcase 3.1 : Node fcn is in the n-network, and O is initialized to GND. In this case,if fcn is connected to GND at the end of time frame 1, then Vfcn;init = GND, otherwiseVfcn;init = max n. Note that if the p-network break disconnects the whole p-network fromO, only the Miller feedthrough and feedback mechanisms can create an initial voltage ofmax n at fcn; therefore, max n is a pretty pessimistic initial voltage, but not impossible.If fcn is connected to O at the end of time frame 2, then Vfcn;final = L0 th, otherwiseVfcn;final = GND because even when Vfcn;init = max n, fcn might be connected to O



23while O is still at GND voltage, and this may pull down the fcn voltage very close to GNDbecause the total capacitance of O might be much larger than the capacitance of fcn, andfcn may never connect to O again in the rest of time frame 2.For any transistor t connected to fcn, if the logic value at t's gate gt is S0 or S1, thenthe initial and �nal gt voltages are both GND or both Vdd, respectively. Otherwise, Itake the initial voltage for gt as GND, and the �nal voltage as Vdd. This might soundcounter-intuitive for the case when 10 is the logic value for gt, but consider the followingscenario during the 
oating period. While the voltage of fcn is GND, a falling transitionarrives at gt. This will bring in more charge to the drain or source terminal (whichever isconnected to fcn) of t. But, this charge will be coming from the bulk of transistor t dueto the forward biased p-n junction between fcn and the bulk. In order to make the chargeconservation assumption made in Section 2.3.1 hold, I treat even a 10 at gt as 01, because a10 can create a rising transition between two falling transitions, and the falling transitionsmay cause charge transfer from the bulk. Repetitive falling and rising transitions at gtcoupled with connections of fcn to O at appropriate times can create an e�ect of pumpingcharge from the bulk to node O. But, I ignore this seemingly unlikely e�ect and leave itsdetailed discussion to future research. In fact, a similar phenomenon can also happen inSubcase 1.1.Subcase 3.2 : Node fcn is in the n-network, and O is initialized to Vdd. If fcn isconnected to O at the end of time frame 1, then Vfcn;init = max n, otherwise Vfcn;init =GND. If fcn is connected to O at the end of time frame 2, and L1 th < max n, thenVfcn;final = L1 th, otherwise Vfcn;final = max n. If fcn is disconnected from O at theend of time frame 2, the actual fcn voltage might be larger than max n due to Millerfeedthrough e�ect around fcn, but when the fcn voltage exceeds max n, charge cannot betransferred from O to fcn.For any transistor t connected to fcn, if the logic value at t's gate gt is neither S0 norS1, then I take the initial voltage for gt as Vdd, and the �nal voltage as GND. This is thecase even when gt's logic value is 01, because a 01 can create a falling transition between



24two rising transitions, and during the falling transition the voltage at fcn may be max n orlower; thus, enabling charge transfer from O to the drain or source (whichever is connectedto fcn) of t. However, during the rising transitions the voltage at fcn may be max n orhigher thus preventing charge transfer onto O. When gt's logic value is S0 or S1, thenthe initial and �nal gt voltages are both GND or both Vdd, respectively. This completesSubcase 3.2. 2So far in Section 2.3.2, the presentation assumed that fcn was an internal node. Howcan the initial and �nal voltages be determined when fcn is the same as node O? When Ois initialized to GND, Table 2.4 shows how to determine the initial and �nal gate voltagesof all the transistors, either in the n-network or p-network, connected to O. Obviously,Vfcn;init = GND and Vfcn;final = L0 th in this case. The case when O is initialized to Vddis similar.In order to estimate the worst case Miller feedback e�ects, �Qg;f in Equation 2.1 mustbe computed for each fanout transistor f of O. For this, the initial and �nal voltages atthe gate, drain, and source terminals of f are needed. There are four cases to considerdepending on whether f is an nMOS or a pMOS transistor, and whether O is initializedto GND or Vdd. I discuss only two cases, where f is an nMOS transistor. The other twocases, where f is a pMOS transistor, are similar.Let Vg;f ;init and Vg;f ;�nal denote the initial and �nal voltages at f 's gate. Obviously,Vg;f;init = GND and Vg;f;final = L0 th when O is initialized to GND, and Vg;f;init = V ddand Vg;f;final = L1 th when O is initialized to Vdd. Let ds denote the drain or thesource terminal of f . Let us assume that ds is an internal node, that is, it is neitherGND nor the output of cell fc in which f is located, then routines GetNodeInitFinal andGet MFB InitFinal in Figures 2.5 and 2.6 show how to determine the initial and �nalvoltages Vds;init and Vds;�nal for f 's drain and source. In the case where O is initializedto GND, when O reaches L0 th at the end of time frame 2, the nMOS transistor f willbe weakly turned on. If the output of fc is sensitized to O, then a static current will be



25GetNodeInitFinal( Vds;init, Vds;final, static current possible )BEGINstatic current possible = TRUE;IF (O is initialized to GND) THENIF (there is at least one path of transistors from ds to Vdd such thatthe gates of all these transistors are S1) THENVds;init = max n; Vds;final = max n;ELSEVds;init = GND;IF (ds is connected to GND at the end of time frame 2) THENVds;final = GND;ELSEVds;final = max n;IF (ds is disconnected from the cell output at the end of time frame 2 ORthe cell output is logic-0 at the end of time frame 2) THENstatic current possible = FALSE;ENDIFELSE/* O is initialized to Vdd */IF (there is at least one path of transistors from ds to GND such thatthe gates of all these transistors are S1) THENVds;init = GND; Vds;final = GND;ELSEVds;init = max n;IF (ds is connected to Vdd at the end of time frame 2) THENVds;final = max n;ELSEVds;final = GND;ENDFigure 2.5: Determining the initial and �nal voltages of a drain or source node ina fanout cell



26Get MFB InitFinal()BEGINGetNodeInitFinal( Vdrain;init, Vdrain;final, drain SCP );GetNodeInitFinal( Vsource;init, Vsource;final, source SCP );IF (O is initialized to GND) THENIF (drain SCP == FALSE AND Vsource;final == GND ) THENVdrain;final = GND;ELSE IF ( source SCP == FALSE AND Vdrain;final == GND ) THENVsource;final = GND;ENDFigure 2.6: Determining the initial and �nal voltages for the Miller feedback e�ect
owing in fc as discussed in Section 2.3.1. The 
ag static current possible in routineGetNodeInitFinal is used to determine when it is impossible for fc's output to be sensitizedto O due to the logic values at the side-inputs of fc. When ds is fc's output, then themax n terms in Figure 2.5 will be replaced by Vdd.2.4 Implementation and Experimental ResultsI implemented the fault simulation algorithm described in the previous section on topof the Nemesis single-stuck-at fault simulator [20]. I used the ISCAS85 benchmark circuitsimplemented with the MCNC standard cell library for my experiments. For charge di�erencecomputations, I used the BSIM model parameters for the HP 0.6� n-well fabrication process.I extracted the wiring capacitance of each wire in a circuit using Magic with this 0.6�technology. Using iterative HSPICE simulations, I computed L0 th to be 1.05V and L1 thto be 1.90V, where Vdd is 3.3V.For every standard cell used in the ISCAS85 benchmark circuits, I performed thefollowing tasks: I used the public domain ext2spice program to determine the area andthe perimeter of the di�usion region for the drain and source terminals of each transistor



27in the cell. I used an inductive fault analysis tool, Carafe [13, 33], to get a list of realisticbreak faults in the cell, and I eliminated the breaks that are not network breaks.For each internal node in each faulty cell, the simulator generates the connection functionbetween the internal node and the faulty cell output, where the connection functionbetween two nodes in a cell denotes a sum-of-products expression, where each product termdescribes the condition to activate a transistor path between the two nodes, and a productterm exists for every possible transistor path between the two nodes. This function is usedin determining the initial and �nal voltages in the faulty cell as described in Section 2.3.2.The simulator �rst generates the described connection function for each internal node ofthe fault-free cell. For every faulty cell produced from this fault-free cell with a networkbreak, the simulator lists the faulty cell internal nodes that are identical to the ones inthe fault-free cell. Then, the simulator lists the new internal nodes with their connectionfunctions. This method saves memory by generating a connection function only for a newinternal node in a faulty cell.Again for each faulty cell, the simulator generates the connection function between thecell output and either Vdd or GND depending on whether the break is in the p-networkor in the n-network. This function is used to determine whether the faulty cell output will
oat in time frame 2, and whether a transient path to Vdd or GND is possible to invalidatea test.For each internal node in a fault-free cell, the simulator generates the connection functionto the Vdd or GND node depending on whether the internal node is in the p-network orin the n-network. This function together with the connection function to the cell output isused in determining the initial and �nal voltages for Miller feedback e�ect as described inSection 2.3.2.The standard cells are processed as described above only once, not every time beforea circuit is fault simulated. Our program performs parallel pattern simulation using theeleven-value logic algebra to determine the logic value on each wire in time frames 1 and2 in the fault-free circuit. Then, PPSFP (parallel pattern single fault propagation) [41]



28simulation is performed only in time frame 2 to determine the stuck-at-0 and stuck-at-1detectability of the wires. If a stuck-at-0 on a wire is detectable in time frame 2 and thewire is logic-0 in time frame 1, then the simulator checks for possible transient paths toVdd and computes the �Qwiring in Equation 2.1 for the p-network breaks in the cell thatdrives the wire. The n-network breaks are processed similarly.Even though only the c432 and the c499 have XOR or XNOR gates in their gate leveldescriptions among all the ISCAS85 benchmark circuits, when these circuits are technologymapped using the MCNC cell library, all the circuits but the c1355 and the c6288 end uphaving XOR or XNOR gates in their implementations. An XOR gate is implemented usinga NOR gate and an AOI21 gate, and an XNOR gate is implemented using a NAND gate andan OAI21 gate in the MCNC library. Figure 2.7 shows an XOR gate with two n-networkbreaks in it. In the layout of this gate, transistors T1 and T2 share a di�usion contact toconnect to the GND terminal. A break in this di�usion contact causes the two networkbreaks shown in Figure 2.7. Because of the single break assumption of the fault simulationalgorithm described in previous sections, I handle this case as follows: One possible solutionis to exercise the AOI21 gate in a fault-free manner so that the network break a�ects onlythe NOR gate. The only two-vector sequence that might detect the NOR gate networkbreak is a = S0 and b = 01. But, this sequence activates the broken path in the AOI21gate in both time frames 1 and 2, therefore this sequence is not a valid test. The othersolution is to exercise the NOR gate in a fault-free manner so that the network break a�ectsonly the AOI21 gate. In this case, a = 10 and b = S0 is the only potential test. This testdetects the break fault if the XOR output is observable in time frame 2, and the wire drivenby the XOR gate is big enough to handle Miller e�ects. Two simultaneous breaks in thep-networks of an XOR gate, and two simultaneous network breaks in an XNOR gate aretreated similarly.Because only six voltage levels are used for the charge di�erence computations, look-up tables can be constructed for all possible combinations of these voltages and di�erenttransistor widths used in the cell library. I used �fteen entries per transistor width, with
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T1Figure 2.7: Two network breaks in an XOR gate caused by a single contact breakin the layouta total of forty di�erent nMOS and pMOS transistor widths used in the ISCAS85 circuits.Each entry corresponds to a particular value of Equation 2.3, 2.5, 2.6, or 2.7 for a giventransistor width and type. These �fteen values cover all possible cases for these equations.Also, the (1+ Vr=�j)(1�mj) and (1+ Vr=�j)(1�mjsw) terms in Equation 2.8 need �ve entrieseach for an nMOS transistor, and �ve entries each for a pMOS transistor, because an n-network node can take any of the six voltage levels except min p, and a p-network nodecan take any of the six voltages except max n as its initial or �nal value as explained inSection 2.3.2. This total of twenty entries save me taking the powers of real numbers, whichis a computationally expensive operation. Therefore, the total size of the look-up tablesis 15 � 40 + 20 = 620 
oating point values, which is a very low memory overhead. I ranthe fault simulator with the ISCAS85 benchmark circuits on a DECstation 5000/240 with128Mb of memory.Table 2.7 shows the results using uncompacted single-stuck-at (SSA) test sets. A two-vector pattern is formed by using two successive vectors v1 and v2, and the next two-vectorpattern is formed by using v2 and v3, where v3 is the vector following v2. I call a wire ina circuit a short wire if its wiring capacitance, as I de�ned in Section 2.3.1, is less thanor equal to 15fF. I chose 15fF arbitrarily, because the 35fF wiring capacitance I used in



30Figure 2.2 corresponds to 15fF in the HP 0.6� technology. All circuits but the c1355 andthe c6288 have double digit short wire percentages, because all these circuits have XORor XNOR gates in them, and such a gate consists of two primitive gates with about 4fFwiring between them. In Table 2.7 \TP" means transient paths, and \SH" means statichazards. Column 4 gives the fault coverage with both transient paths and charge fromMiller and p-n junction capacitances ignored. A value in this column might be greater thanthe SSA coverage of the circuit. For instance, the value for the c6288 in column 4 is 99.8%while the SSA coverage for this circuit is 99.4%, because most of the undetectable SSAfaults in the c6288 are on fanout branches, and the SSA detectability of fanout branchesare not relevant in network break detection; only the SSA detectability of fanout stems areimportant. Column 5 includes only transient paths, and column 6 includes both transientpaths and charge for test invalidation.In Table 2.7, the di�erence between columns 5 and 6 shows the test invalidation e�ectsof charge from Miller and p-n junction capacitances. Note that it is easier for a test to beinvalidated by this charge as the wiring capacitance gets smaller. Circuit c6288 has 9.9%short wires, whereas the c1908 has 35.4% short wires. But, the decrease in coverage dueto charge for the c6288 is 18.4 percentage points, while this decrease is only 12.0 points forc1908. This shows that other factors in a circuit in addition to wiring capacitance sizes, suchas the number of reconvergent fanouts, types of cells used, etc., can also signi�cantly a�ectthe fault coverage. The low coverage values in column 6 suggest a need for test generationfor network breaks.The last column in Table 2.7 gives network break coverage values with static hazardsignored, but other causes of transient paths, and charge included. Ignoring static hazardsduring fault simulation means that every 00 is treated as S0, and every 11 is treated as S1.The coverage values jumped up signi�cantly compared to the preceding column, showinghow important the static hazard identi�cation is.Table 2.8 shows the fault coverage results using random vectors. For each circuit, thenumber of random vectors is ten times the circuit number. For instance, 19080 random



31Ct. # of % of Fault coverage (%) with SSA testsnetwork short no TP TP and TP and SH ignored.breaks wires no charge no charge charge TP and chargec432 931 33.5 91.2 68.1 55.5 69.7c499 1403 40.3 99.0 70.2 55.0 70.9c880 1337 22.6 96.6 83.1 72.9 79.2c1355 2174 6.6 93.2 71.8 56.6 71.9c1908 2235 35.4 92.3 67.7 55.7 66.5c2670 3427 19.4 94.8 75.7 66.1 76.0c3540 4947 17.0 95.8 72.9 64.8 77.4c5315 7607 22.0 97.3 78.7 71.3 81.8c6288 10760 9.9 99.8 71.9 53.5 82.4c7552 9955 22.4 96.4 77.1 68.3 80.9Table 2.7: Results for ISCAS85 circuits using single-stuck-at test vectorsvectors are simulated for circuit c1908. Transient paths are included from the third throughthe seventh columns. The fourth column includes only the charge from p-n junctioncapacitances. The decrease in fault coverage is very small compared to the \no charge" case.The �fth column, labeled as \Miller", includes only the charge from the Miller capacitances.The decrease in fault coverage is signi�cant compared to the \no charge" case. This showsthat Miller capacitances have a much greater e�ect on test invalidation thanp-n junction capacitances have. Two reasons are as follows: (i) Miller capacitances inthe fanout cells connected to the faulty cell output as well as the Miller capacitances inthe faulty cell can contribute to test invalidation, while the p-n junction capacitances onlyin the faulty cell can a�ect test invalidation, and (ii) while one terminal of a p-n junctioncapacitance is always �xed at either Vdd or GND, both terminals of a Miller capacitancecan change their voltages.The sixth column shows the results of the full fault simulation including both Miller



32Transient paths included 1.2�, TP,no TP no p-n Miller and Miller andCt. no charge charge junc. Miller p-n junc. p-n junc.c432 99.7 91.5 91.0 83.9 84.6 84.8c499 100.0 75.6 75.6 60.9 62.6 62.7c880 100.0 97.6 97.5 92.6 93.0 93.2c1355 100.0 82.2 82.1 65.0 69.4 69.7c1908 100.0 82.6 82.5 71.1 71.9 72.3c2670 86.9 81.3 81.3 76.5 76.4 76.9c3540 98.8 94.1 94.0 90.3 90.7 90.9c5315 100.0 96.5 96.5 92.2 92.4 92.4c6288 99.9 89.5 89.4 79.9 80.6 80.8c7552 95.2 90.2 90.2 84.3 84.4 84.4Table 2.8: Fault coverage results using random vectorsand p-n junction charges. Fault coverage slightly increased compared to the �fth columnwhere only Miller charge was included. The apparent explanation for this is that the chargedi�erence on the p-n junction capacitances is in many cases in the direction of helpingthe faulty cell output retain its initial charge, instead of disturbing it. This happens, forinstance, when an n-network node fcn in the faulty cell has a stable connection to the celloutput through a path of transistors with their gates at S1 value. Assuming that the breakis in the p-network, the cell output will be initialized to logic-0 in time frame 1. When apositive amount of charge �Q is transferred onto the cell output to increase its voltage,part of this �Q will be taken by fcn, because it has a stable connection to the cell outpute�ectively increasing its capacitance, thus helping the cell output retain its initial charge.The last column in Table 2.8 lists the coverage values using the Orbit 1.2� technologyavailable through MOSIS, using the full fault simulator as for the preceding column. Foreach signal in the ISCAS85 circuits, I computed the ratio of that signal's wiring capacitance



33in the 1:2� technology to its wiring capacitance in the 0:6� technology. The average ratioover all the signals was 2.35. The gate-oxide thickness in the 1:2� technology was 264Angstroms, whereas it was 100 Angstroms in the 0:6� technology. The charge on a Millercapacitance, given by Equations 2.3 through 2.7, is proportional to cap = Cox � (W �DW ) � (L�DL), where Cox is the gate-oxide capacitance per unit area, W and L are thedrawn transistor width and length, and DW and DL are the size changes to W and Ldue to various fabrication steps. Assuming DW and DL to be zero for a rough calculation,Table 2.9 shows the changes in a Miller and a wiring capacitance going from the 1:2� processto the 0:6� process. The ratio of a Miller capacitance to a wiring capacitance grows goingfrom 1:2� to 0:6� because of the reduction in the gate-oxide thickness. Note that if thegate-oxide thickness remained the same, then the entry in Table 2.9 for the charge on aMiller capacitance in 0:6� would be 1 unit instead of 2.64 units. If I used the HP 1:2�process parameters instead of Orbit's, then this entry would be 2.37, which is still muchlarger than 1.70. Orbit 1:2� process HP 0:6� processCharge on a Miller cap. 4 units 2.64 unitsCharge on a wiring cap. 4 units 1.70 unitsTable 2.9: The change in wiring and Miller capacitances with the processThis increase in the relative importance of Miller capacitances going from the Orbit1:2� to HP 0:6� explains why I got slightly better coverage numbers in the last column ofTable 2.8.Table 2.10 shows the CPU times using 1024 random vectors for each circuit. Takingthe fact that 2.6 to 3.9 times more network breaks per circuit were simulated, the CPUtimes per vector are better than the ones reported by Di and Jess [7], where they used anHP-9000/700. Moreover, Di and Jess [7] ignored static hazards, ignored Miller e�ects, andassumed constant capacitances for internal nodes of a cell. The total time Carafe took forbreak fault extraction for the whole cell library was less than 20 seconds. Note that Carafe



34Circuit no TP TP but both TPno charge no charge and chargec432 2.5 5.8 7.9c499 2.6 6.0 11.0c880 2.9 3.9 5.5c1355 3.5 9.2 16.3c1908 5.4 9.4 16.4c2670 5.7 9.4 12.6c3540 10.7 35.7 43.6c5315 10.1 23.6 32.0c6288 30.9 221.3 357.0c7552 13.5 28.4 41.6Total 87.8 sec. 352.7 sec. 543.9 sec.Table 2.10: The CPU times in seconds using 1024 random vectorsdoes not need to be run for every circuit, but once for each cell in the library. Table 2.10shows that in all the circuits larger than c1908, the CPU time necessary to compute thecharge from Miller and p-n junction capacitances is less than the time necessary to identifythe transient paths. When the total times from the three CPU time columns are compared,again the charge computation time is less than the transient path identi�cation time.2.5 ConclusionsThe main conclusion from this work is that Miller capacitances play a signi�cant role intest invalidation as demonstrated by Table 2.8 and by the example used to plot Figure 2.3.In fact, Miller capacitances, which until now were not considered as a source of testinvalidation, are much more important than charge sharing with p-n junction capacitances.Another important conclusion is that a very accurate fault simulator for network breaksthat takes into account transient paths, and Miller and p-n junction capacitances is feasible.



35Even though the transient paths to Vdd/GND form the most important test invalidationmechanism as shown by Tables 2.7 and 2.8, Miller and p-n junction capacitances are alsoimportant when a signi�cant number of interconnect wires have capacitances that arecomparable to these transistor capacitances. The interconnect capacitances are comparablewhen the wires are relatively short. Even though the interconnect capacitances are notshrinking as fast as the transistor capacitances are shrinking as feature sizes decrease,transistor capacitances can still not be ignored. This is especially true when there are logicblocks in the cell library that are made up of primitive cells packed together tightly usingshort interconnecting wires. One simple example is an XOR, or an XNOR gate. Carefulplacement and routing can keep the percentage of short wires used in the interconnect at asubstantial level even when there are very long wires in the layout. Finally, the gate-oxidethickness is shrinking as the fabrication technology advances, which has an increasing e�ecton the Miller capacitances.



363. Oscillation and Sequential Behavior Caused byInterconnect OpensThe remainder of this dissertation deals with interconnect opens. This chapter showsthat an interconnect open can create capacitive feedback paths in a CMOS circuit; thus,causing oscillation and sequential behavior. It also shows under what conditions thispreviously unreported phenomenon will occur.Capacitive coupling as low as 1 femto-farad between signal lines can activate the feedbackpath as will be demonstrated in Section 3.1.1. Knowing the cause and necessary conditionsfor oscillation and added state due to interconnect opens (1) provides the limits to simplermodels of interconnect opens, (2) may lead to a more accurate fault grading of interconnectopens, (3) helps in the development of a more e�ective testing strategy, and (4) may allowthis phenomenon to eventually be considered in test pattern generation.As evidence for sequential behavior occurring in real life defective ICs, Franco, et al. [8]observed that 14 out of 128 defective chips showed sequential behavior in their experimentswith a test chip. However, they do not report on diagnosing the actual defect causing thisbehavior.This chapter also discusses, for comparison purposes, the conditions under which afeedback bridging fault will cause oscillatory or sequential behavior. Finally, three importantfactors are discussed, that can play a role in the behavior of an interconnect open, whichare trapped charge, die surface, and charge collector diodes.3.1 Oscillations due to Interconnect OpensThis section shows how an interconnect open can cause oscillation. The two types offeedback capacitances responsible for oscillation are wire-to-wire and Miller capacitances tothe 
oating node created by the open.
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oating due to an interconnect opendefect. CVdd represents the total capacitance between float and all neighboring nodes thatare at the Vdd voltage. These nodes include other signal wires at Vdd, power wires carryingVdd, and n-wells that are tied to Vdd. Similarly, CGND represents the total capacitancebetween float and all neighboring nodes that are at the GND voltage. These nodes includesignal and power wires at GND, and the p-substrate. The capacitance across the gapcreated by the interconnect break is included either in CV dd or in CGND depending on thelogic value of node float in the fault-free circuit. Cwire to wire represents the feedbackcapacitance between the wires q and float, and �nally CW represents the total capacitancefor the wire it is attached to in Figure 3.1.Let us now assign some values to these capacitances. To obtain realistic values, thenumbers in the MAGIC technology �le available from MOSIS for the HP 0.6� fabricationprocess is used. I used 20fF for each CW , which corresponds to a 153� long minimum widthmetal-1 wire over substrate. For comparison, the cell height in the MCNC cell library is17.4� in this 0.6� process. I used 12fF for CGND, 8fF for CV dd, and 1fF for Cwire to wire. A1fF capacitance between two parallel metal-1 wires separated by 0.9� corresponds to 24�of metal-1 length. This length decreases to 21� for metal-2 and 15� for the metal-3 layer.With a quick glance at the layout of any ISCAS85 circuit, it is easy to �nd many wires
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Figure 3.2: HSPICE simulation result for the circuit in Figure 3.1running in parallel for more than 75�.I simulated the circuit in Figure 3.1 using the MCNC cell library with HSPICE withVdd = 3.3V, and using the BSIM parameters for the HP 0.6� process from MOSIS. TheHSPICE results are shown in Figure 3.2. All the nodes started at 0V, and the circuit ispowered up during the �rst 1ns, that is, Vdd went from 0V to 3.3V. At 3ns, signal S, whichis an input to the NOR gate in the middle in Figure 3.1, went from 3.3V to 0V in 1ns. Thisformed an inverting path from float to q, and node q started oscillating as shown with thesolid line in Figure 3.2 due to the electrical feedback created by Cwire to wire. Note thatthis circuit would never oscillate if it were defect free.



39
GND

float

Vdd

Figure 3.3: Miller capacitances in an inverter.The voltage around which float will oscillate is determined by the values of CV dd,CGND, and the Miller capacitances in the inverter driven by float, as shown in Figure 3.3.Given these capacitances, the size of Cwire to wire determines the �Vfloat=�Vq ratio. IfCwire to wire is not large enough, oscillation will not occur. Since the gate/source and thegate/drain capacitances for the inverter in Figure 3.3, also called Miller capacitances, arenon-linear, and the voltage at the output of the inverter has a non-linear relationship tothe voltage at its input, HSPICE simulation is used to �nd out the e�ects of these Millercapacitances. Simulating the circuit in Figure 3.3 shows that float acquires 1.65V with Vdd= 3.3V for the i1s inverter in the MCNC library. In general, the 
oating input of any gatewill be forced to a value around Vdd/2 by the Miller capacitances of the p- and n-channeltransistors the input drives, when the gate output is sensitized to this 
oating gate input,except for the XOR and XNOR gates. The Miller capacitances in Figure 3.3 are connectedwith dotted lines to emphasize that these capacitances are not put in the circuit in additionto the transistors, but they are a byproduct of the transistors.In Figure 3.2, the float oscillates between 1.50V and 1.57V. This 0.07V swing in floatis su�cient for q to oscillate as the total gain of the path from float to q is high enoughwithin the voltage range float is moving. If the voltage on float was moving around anothervalue, for example, 1.00V, then the total gain of the inverting path might not have beensu�cient for an oscillation with float changing only 0.07V. Given the transistor sizes in the
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Figure 3.5: HSPICE simulation result for the circuit in Figure 3.4Figure 3.1 and replacing the inverter that drives node q with an OAI22 (Or-And-Invert) gatefrom the MCNC library. Cwire to wire was responsible for the feedback loop in Figure 3.1between q and float. In Figure 3.4, however, the feedback from q to float is createdby the non-linear Miller capacitances of the transistors inside the OAI22 gate. TheseMiller capacitances are shown in Figure 3.6, where they are connected with dotted linesto emphasize that they are not additionally inserted into the circuit, but are part of everyCMOS transistor. The total Miller capacitance for a transistor can be as large as the totalgate-oxide capacitance of that transistor depending on the region the transistor is operating.The interested reader can refer to the "Introduction to Transcapacitance" and the BSIM
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Figure 3.6: Miller capacitances to node float in Figure 3.4"Charge-Based Capacitance Model" sections in the HSPICE User's Manual [27], and alsoto Sheu, et al.'s work [35].The HSPICE simulation result for the circuit in Figure 3.4 is shown by Figure 3.5, whereCV dd, CGND, and CW are 8fF, 12fF, and 20fF, respectively, as for Figure 3.2. The Vddvoltage goes from 0V to 3.3V in the �rst 1ns, where all nodes in the circuit start from0V. At 3ns, S1 goes from 3.3V to 0V in 1ns sensitizing the inverting path from float to qresulting in an oscillation. Note that this circuit would be a purely combinational circuit,and would never oscillate, if it were defect free.In order to �nd the sensitivity of this oscillation to the sizes of the wiring capacitancesconnected to float, HSPICE simulations are used to construct Table 3.2. CV dd;min andCV dd;max are the minimum and maximum capacitance values for CV dd such that the circuitin Figure 3.4 still oscillates. Oscillation is de�ned to be the case where the swing at out'svoltage exceeds the swing at float's voltage. The last two columns in Table 3.2 show thatCV dd needs to be smaller than CGND for an oscillation, but not too small. The last rowshows that CV dd to CV dd + CGND ratio needs to be 0.46 as CV dd + CGND gets very large.



43CV dd + CGND CV dd;min CV dd;max CV dd;minCV dd+CGND CV dd;maxCV dd+CGND20fF 2.0fF 10.0fF 0.10 0.5030fF 6.5fF 14.5fF 0.22 0.4840fF 11.5fF 19.0fF 0.29 0.4750fF 16.0fF 23.5fF 0.32 0.4760fF 20.5fF 28.0fF 0.33 0.47400fF 180.0fF 184.5fF 0.45 0.46Table 3.2: The capacitance ranges for oscillation in Figure 3.4This implies that the voltage around which float needs to oscillate is 0.46 � Vdd. This isprobably true independent of which MCNC gates are used, because I found out that 1.05Vand 1.90V are the maximum logic-0 and the minimum logic-1 voltages, respectively, for theMCNC cell library using the HP 0.6� BSIM parameters. Note that the mid-point between1.05V and 1.90V is 1.47V, which is equal to 0.45 � Vdd. Gates from other cell libraries arelikely to have this property, because n-channel transistors conduct better than the p-channelones, in general.CV dd has two major components; the total capacitance from float to other signal wiresat logic-1 value, and the total capacitance from float to the n-wells (assuming an n-welltechnology, such as the HP 0.6�) and to the power wires. On average, the capacitance tosignal wires at logic-1 value will be the same as the capacitance to wires at logic-0, and thecapacitance to the power wires will be the same as the capacitance to the ground wires.However, n-wells will usually occupy less area than the p-substrate. Therefore, in generalit is reasonable to expect that CV dd will be smaller than CGND on average, but close toit, which is exactly the oscillation requirement discussed in the preceding paragraph asillustrated by Table 3.2.The last row in Table 3.2 requires a very narrow range for CV dd, but 400fF correspondsto a very long wire in the HP 0.6� technology, which would be a more than 3mm longmetal-1 wire over substrate. In general, oscillation due to Miller feedback capacitances is



44more likely when (CV dd + CGND) is small as also shown by Table 3.2, because the Millerfeedback capacitance sizes are �xed by the transistor sizes.3.2 Sequential Behavior due to Interconnect OpensThis section shows how an interconnect open can cause sequential behavior. As in thecase of oscillation, the two types of feedback capacitances responsible for sequential behaviorare wire-to-wire and Miller capacitances to the 
oating node created by the open.3.2.1 Feedback via Wire-to-Wire CapacitanceConsider the circuit in Figure 3.7. This circuit acts like a latch under certain conditionsbecause of the interconnect open. Let Qs denote the electrical charge on the float sideplate of Cwire to wire plus the electrical charge on the transistor gates of the NOR gateconnected to float. In Figure 3.8 the Qs curve is shown with a solid line as a function ofVfloat computed by HSPICE using Cwire to wire = 10fF, and without the assumption thatfloat is 
oating. This curve is de�ned to be the non-
oating Qs. Note the sudden fallin the non-
oating Qs around Vfloat = 1.7V. This fall is due to the sharp rise of Vq (thevoltage on node q) from 0V to 3.3V, which is drawn with a dashed line in Figure 3.8. Thissharp rise also happens around Vfloat = 1.7V, causing a sudden positive charge 
ow awayfrom the float side plate of Cwire to wire.When the assumption that float is actually 
oating is taken into account, then thefollowing equation needs to be satis�ed, also:Qinit = Qs + CGND � Vfloat + CV dd � (Vfloat � V dd)where Qinit is the trapped charge on float during the fabrication process [15] [17]. Ifwe assume that Qinit is zero, then we can rewrite the above equation as follows:Qs = CV dd � V dd� (CV dd + CGND) � Vfloat (3.1)
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qFigure 3.7: Circuit to demonstrate sequential behavior due to a wire-to-wirecapacitanceSection 3.4 discusses the e�ect of Qinit not being zero. In Figure 3.8, three straightdotted lines are drawn corresponding to Equation 3.1 with three di�erent (CV dd � V dd)values using CV dd + CGND = 30fF. Note that line 2 intersects the non-
oating Qs at threepoints, which represent three di�erent solutions. Point b corresponds to a metastable state,because even the slightest disturbance on Vfloat will kick the solution point to either a orc, very much like the metastability in a latch [26]. Therefore, point b is not a real solution.Points a and c are stable states. The Vq curve in Figure 3.8 shows that the Vfloatvalues corresponding to points a and c are interpreted as logic-0 (Vq = 0V ) and logic-1(Vq = 3:3V ), respectively. The straight line for Equation 3.1 moves up as CV dd increases,and moves down as it decreases, with (CV dd + CGND) a constant determined by a givenopen. Recall that CV dd represents the total capacitance between float and all neighboringnodes that are at Vdd, which is determined by the vector applied to the circuit for a givenopen, and that is why I will refer to this straight line as the vector line.If the vector line moves down past line 1 or up past line 3 in Figure 3.8, then it intersectsthe non-
oating Qs at a single point. Between lines 1 and 3, the real solution is determinedby the previous value of Vfloat. Vfloat will remain at logic-0 if the vector line moves belowline 1 at least once, and stays below line 3. Similarly, it will remain at logic-1 if the vectorline moves above line 3 at least once, and stays above line 1. Therefore, the latch behavioris observed only in the region between lines 1 and 3. CV dd is 9.6fF and 16.5fF for lines 1and 3, respectively. Recall that CV dd+CGND = 30fF, and CV dd will be smaller than CGND
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47but close to it on average as discussed in Section 3.1.2. Therefore, it is reasonable to expectthat the vector line will be within lines 1 and 3 in a signi�cant number of vectors appliedto the circuit.In general, for any interconnect open as shown in Figure 3.7 with an even number ofinverting gates from float to q, the corresponding curves will look like the ones in Figure 3.8.If we assume a gain of 10 for a single inverting gate, then the cascaded gain for even numberof inverting gates will be 100, 10000, etc. Therefore, Vq will make a jump from 0V to Vddwith �Vfloat = Vdd/(cascaded gain) at a critical Vfloat value determined by the type of gatedriven by the float. This quick jump in Vq is responsible for the sudden drop in the non-
oating Qs, which also marks the transition from logic-0 to logic-1. The size of Cwire to wiretogether with the transistor sizes connected to the float determines the amount of drop inthe non-
oating Qs.Equation 3.1 shows that the slope of the vector line is -(CV dd + CGND), which is aconstant for a given interconnect open. In order for the vector line to intersect the non-
oating Qs always at a single point, it must be steeper than the rate of fall in the non-
oatingQs. In the example in Figure 3.8, this would require (CV dd+CGND) to be larger than 600fF,which corresponds to a metal-1 wire over substrate with a length of over 4.5mm, which is avery long wire. Therefore, as long as (CV dd+CGND) is not extremely large and Cwire to wireis not extremely small, the vector line will intersect the non-
oating Qs at three points fora range of CV dd, where one point is a metastable state and the other two are for logic-0 andlogic-1.3.2.2 Feedback via Miller CapacitanceThe feedback described in the preceding subsection was due to a wire-to-wire capacitancefrom output to input. I will now show that the same capacitive feedback can occur viathe transistor gate-oxide capacitances, more speci�cally, the Miller feedback capacitances.These two mechanisms were also shown to be responsible for the oscillatory behaviorin Sections 3.1.1 and 3.1.2. Consider an XOR gate with one input 
oating due to an
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Figure 3.9: Circuit to demonstrate sequential behavior due to Miller capacitancesinterconnect open, and the other input at logic-0, as shown in Figure 3.9. The non-invertingpath from float to q through the NOR gate inside the XOR gate is analogous to the non-inverting path in Figure 3.7. The Miller capacitances connecting q to float inside the XORgate form a feedback loop, the same way Cwire to wire does in Figure 3.7. In this case Qs issimply the total electrical charge on the 
oating input of the XOR gate. Figure 3.10 showsthe non-
oating Qs together with Vq as computed by HSPICE. Note that these curves arevery much like the ones in Figure 3.8. Therefore, this XOR gate with a 
oating inputdisplays a sequential behavior just as the circuit in Figure 3.7 does.Table 3.3 shows the range of CV dd for di�erent (CV dd+CGND) values such that this XORgate displays sequential behavior, that is, the vector line intersects the non-
oating Qs atthree points, one being metastable and the other two being logic-0 and logic-1. Interestingly,the numbers in Table 3.3 are very close to the ones in Table 3.2, showing a duality betweenoscillation with an OAI22 gate and sequential behavior with an XOR gate in the MCNClibrary.Standard cell layouts usually have vias over them to connect signal wires to their inputsand outputs, and vias are particularly susceptible to breaks. I removed one of the input viasfor the XOR gate, and extracted all its capacitances using a 0.8� MAGIC technology �le,which had the most detailed extraction information I could �nd. The 
oating input had
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50CV dd + CGND CV dd;min CV dd;max CV dd;minCV dd+CGND CV dd;maxCV dd+CGND10fF 0.0fF 6.0fF 0.00 0.6020fF 2.2fF 10.2fF 0.11 0.5130fF 6.6fF 14.4fF 0.22 0.4840fF 11.0fF 18.6fF 0.27 0.46Table 3.3: Capacitance ranges for sequential behavior in Figure 3.93.3 Feedback Activation for Shorts versus OpensA feedback bridging fault is de�ned to be a short between nodes x and y such thatthere is a combinational path from x to y. This section discusses the conditions necessaryfor a feedback bridging fault and an interconnect open to display feedback behavior, wherefeedback behavior means either oscillation or sequential behavior.In order for a feedback bridging fault between a back wire and a front wire [5] todisplay feedback behavior, the combinational path from its back wire to the front wiremust be sensitized. Similarly, for an interconnect open to display feedback behavior, thecombinational path from its 
oating wire A to at least one other wire B needs to besensitized, where there is a wire-to-wire or a Miller feedback capacitance between A and B.In this discussion, I assume that this sensitization condition has already been satis�ed fora short or an open.3.3.1 Feedback Activation for ShortsMore Current Paths in the Back GateIf the gate driving the back wire of a feedback bridging fault wins the drive �ght againstthe gate driving the front wire, then no feedback behavior will be observed. Therefore, thefront gate must win for the feedback behavior to occur. Since the path from the back wireto the front needs to be sensitized, the output of the front gate needs to be sensitized toits input on this path. Assuming that this input goes to one n-channel and one p-channel
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XFigure 3.11: Circuit to demonstrate more current paths in the back gate.transistor inside the front gate, then there is only one current path from Vdd to the frontwire or from the front wire to GND inside the front gate, unless multiple paths are sensitizedfrom the back wire to the front wire, which is unlikely. On the other hand, there might bemore than one current path from Vdd to the back wire or from the back wire to the GNDinside the back gate. For example, in Figure 3.11 when A = B = 1, two current paths existthrough the n-channel transistors, in which case the back gate is most likely to win. Theside input of the front gate in Figure 3.11 is 1 because of the sensitization condition.In order to compute the probability of a front gate winning, let's make the followingassumptions:1. 75% of the gates used in a chip can have multiple current paths depending on thegate inputs; unlike an inverter, which can have only one current path.2. The back gate wins when it has more than one current path.3. Given a gate that can have multiple current paths, the probability for an inputcombination that will activate multiple current paths is 25%. For instance, the backgate in Figure 3.11 will have multiple current paths only when A = B = 1;4. The probability of the front gate winning is 50% when there is a single current pathboth in the front and back gates. Thus, the implicit assumption is that the bridgingfault resistance is zero.



52It follows from these assumptions that the probability of a front gate winning is 13/32= 41%. This probability is actually smaller due to the reasons described in the following,which a�ect assumption 4 above.Degraded Voltage on the Back WireDue to the drive �ght between the back and the front gates, the back wire may not havea rail voltage but an intermediate value between Vdd and GND. If the logic gates from theback wire to the input of the front gate cannot pull this intermediate voltage to a rail value,then the drive strength of the front gate will be diminished, which decreases its chances towin the drive �ght against the back gate.As an example consider the feedback bridging fault in Figure 3.12. The HSPICEsimulation result with Rshort = 0 is shown in Figure 3.13, where Vdd and S went from0V to 3.3V during the �rst 1ns, and S went to 0V at 4ns. The degraded voltage at qbackcauses the voltage on q2 to be 3.1V instead of 3.3V. This decreases the drive strength ofthe front gate, and the back gate wins the �ght, resulting in no oscillation. However, whenI insert two inverters between the NOR gate and the front gate in Figure 3.12, then thecircuit oscillates because four stages are su�cient to amplify the degraded voltage on qbackto a rail.I removed the inverter acting as the front gate in Figure 3.12, and made the output ofthe NOR gate qfront in order to verify that sequential behavior is also a�ected by degradedvoltage on qback . The HSPICE simulation with Rshort = 0 showed that qfront goes fromlogic-0 to logic-1 after S switches from 1 to 0, which means that the NOR gate acting asthe front gate cannot win the drive �ght against the back gate due to the inability of oneinverter to pull the degraded back wire voltage to a rail. However, when I insert an inverterbetween the NOR gate and the front gate in Figure 3.12, then qfront stays at logic-0 evenafter S switches from 1 to 0. This means that the circuit is now acting like a latch, becausethree stages are su�cient to amplify the degraded logic-0 on the back wire to 3.3V as inputto the front gate.
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q2Figure 3.12: Circuit to show the e�ects of degraded voltage and resistive shortBridging ResistanceSo far the bridging resistance is assumed to be zero, but Rodriguez-Montanes, et al. [29]showed that most of the metal bridging resistances fall into the range from 0
 to 1000
 inan experimental study. As the bridging resistance increases the voltage on the back wiregets closer to what the back gate is driving; thus, reducing the chances for the front gateto win the drive �ght for the back wire.As explained above, the circuit in Figure 3.12 with Rshort = 0 starts oscillating onlywhen two more inverters are inserted. However, it stops oscillating when Rshort � 450
.Similarly, I showed that the same circuit with Rshort = 0 displays sequential behavior onlywhen an additional inverter is inserted. However, the sequential behavior disappears whenRshort � 427
. According to the experiments by Rodriguez-Montanes, et al. [29], 31% ofbridges have a resistance greater than 500
. But, resistance distribution for bridges is verymuch process dependent.3.3.2 Feedback Activation for OpensGiven a vector applied to the combinational circuit inputs, all the nodes that have awire-to-wire or a Miller capacitance to the 
oating wire that is created by an interconnectopen fall into two classes: nodes whose voltages depend on, and nodes whose voltagesare independent of the 
oating wire voltage. Adding up the wire-to-wire capacitances tothe independent nodes that are at logic-1 gives CV dd, and adding up the wire-to-wirecapacitances to the independent nodes that are at logic-0 gives CGND. Capacitances fromdependent nodes to the 
oating wire form the feedback capacitances.
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Figure 3.13: HSPICE results for the circuit in Figure 3.12Dependent nodes become most sensitive to the 
oating wire voltage when the 
oatingwire voltage is around Vdd/2. For the examples corresponding to Tables 3.2 and 3.3,0.45*Vdd on the 
oating wire creates the most sensitivity. A signal wire may cross severalother signal wires that run perpendicularly on the metal layer below or above, creating alot of very small capacitances to it. If we assume N such crossings between the 
oating wire



55and other signal wires that are independent of the 
oating wire voltage, a 0.5 probabilityfor each such signal wire to be logic-1, and a normal distribution for the number of wiresat logic-1 among the N signal wires, then the probability P (x) that x wires are at logic-1is given by the following [1]: P (x) = r 2N � � � e�2�(x�N=2)2=NWhen N = 10, the probability that 4, 5, or 6 wires are at logic-1 is 0.67. When N = 20,the probability that the number of logic-1 wires is in the range from 8 to 12 is 0.74. WhenN = 30, the same probability is 0.80 for the range from 12 to 18. Therefore, neighboringsignal wires tend to bias the 
oating wire around Vdd/2 when there are many of them withsmall capacitances.In contrast to bridging faults, note that there is no requirement for a gate to outdriveanother gate in case of opens to display feedback behavior, because an interconnect opendoes not cause any drive �ght, at all.Once the 
oating wire voltage is biased around Vdd/2, then the feedback capacitance(s)need(s) to be large enough to cause a feedback behavior. The size of a feedback capaci-tance is very much layout dependent. However, wire-to-wire capacitances are growing inimportance compared to other capacitances in a layout, because the number of metal lay-ers is increasing, and metal lines on the same layer are getting closer to each other as thesmallest feature size decreases. With this trend the probability of feedback behavior froman interconnect open will increase.Further analysis comparing the probabilities of shorts and opens causing feedback be-havior can be done by exploiting the fact that any feedback bridging fault between wires Aand B corresponds to a feedback capacitance from B to A when wire A is 
oating due to anopen. This analysis will not be done in this dissertation. As a related reference, Maxwell,et al. [25] used total wiring capacitance values estimating the likelihoods of bridging faultsto come up with a weighted stuck-at fault coverage measure.
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metal-1Figure 3.14: Illustration of a charge collector diode.3.4 Trapped Charge, Die Surface, and Charge Collector DiodesThis section discusses three other factors other than the capacitances to the 
oatingwire that a�ect the 
oating wire behavior.An interconnect open creates a 
oating metal wire that might collect electrical chargeduring the fabrication process [15] [22]. Appendix A [17] shows that trapped charge on
oating metal wires connected to transistor gates can create voltages in the range between-1V to 1V in a set of experimental chips fabricated with an HP 0.8� process. However, 75%of our trapped charge voltage measurements were between -0.5V and 0.5V. This trappedcharge voltage needs to be added to the 
oating wire voltage determined by the CV dd,CGND, Miller and wire-to-wire feedback capacitances discussed in the previous sections.For instance, non-zero trapped charge requires the addition of Qinit to the right-hand-sideof Equation 3.1 in Section 3.2.1, which moves the vector lines in Figure 3.8 up or down bythe magnitude of Qinit. The exact value of Qinit is very much process dependent.Another interesting factor in determining the voltage of a 
oating wire is the RCinterconnect behavior of the die surface as I indirectly observed in my experiments describedin Appendix A. In this case, the capacitance from the 
oating wire to the die surface and thedie surface resistivity are the important factors. However, because the die surface resistivitydepends on the fabrication and packaging technologies used, and usually not measured aspart of a manufacturing process, it is di�cult to estimate the e�ect of the RC behavior ofthe die surface.In an IC layout, traversing back from a logic gate input towards its driver, one might



57�rst �nd a long metal-1 wire, then a metal-2 wire, and �nally another metal-1 wire beforereaching the driving gate, as shown in Figure 3.14. During the fabrication of this structure,while metal-1 wires are being etched using plasma, the metal-1 wire connected to one inputof the NOR gate on the right in Figure 3.14 will be 
oating, because the metal-2 wire is notformed, yet. This creates a hazard for the gate-oxide of the transistors the 
oating metal-1 is connected to when the metal-1 wire is very long, and can collect signi�cant chargefrom the plasma to create a high voltage (antenna e�ect [22]). One common technique tobleed this charge is the use of diodes as shown in Figure 3.14, which are called chargecollector diodes. The reverse-bias current of this diode needs to be su�cient to bleedthe charge at the necessary rate during plasma etching. Each IC manufacturer has its ownrules determining when and where to add such a charge collector diode.If one of the vias in Figure 3.14 is broken due to a defect, then the resulting interconnectopen will di�er from the ones discussed so far because of the reverse-biased diode attachedto the 
oating wire. The reverse-bias current, the size of the 
oating wire, the size ofthe transistors driven by the 
oating wire, and the time allowed on the tester from theapplication of a test vector to the capture of the circuit response are all determining factorsfor the behavior of this open. At one end, the existence of the diode can be totally ignored,and at the other end, the diode makes the open always behave like a stuck-at-0 fault (p-substrate is connected to the circuit GND). The percentage of such opens and their exactbehavior are governed by the particular fabrication process.3.5 SummaryThis chapter showed that interconnect opens can cause oscillations and state holding(sequential) behavior due to feedback capacitances from nodes sensitized to the 
oatingnode back to the 
oating node. This behavior is exactly like feedback bridging faults,however the conditions necessary to cause feedback are more complicated in the case ofopens. The capacitive feedback can come from either wire-to-wire capacitance of as littleas 1 femtofarad or from Miller feedback capacitances from within a logic-gate. The range



58of initial voltages on the 
oating node to allow oscillation or additional state to occur is inthe vicinity of Vdd/2, which is likely to be the voltage the node is charged to due to Millercapacitances during circuit power up.This chapter then discussed the necessary conditions for a feedback bridging fault todisplay feedback behavior. This rough analysis implies that an interconnect open might bemore likely to display feedback behavior than a feedback bridging fault.Finally, trapped charge, die surface e�ect, and charge collector diodes are poined outas important factors to be included in determining the behavior of an interconnect open.However, the extent these factors a�ect the behavior of an interconnect open depends verymuch on the fabrication process.All the information provided in this chapter needs to be used in building an accuratefault simulation tool or an e�ective test strategy for interconnect opens.



594. A Fault Simulation Algorithm for Interconnect OpensThis chapter describes a fault simulation algorithm for interconnect opens. This algo-rithm takes into account all the factors, that are covered in this dissertation, and that cana�ect the voltage of a 
oating wire created by an interconnect open. These factors are asfollows:1. Capacitances between the 
oating wire and its neighboring wires (including the sub-strate),2. Miller (drain/gate, source/gate) capacitances to the 
oating wire,3. charge collector diodes.4. trapped charge deposited on the 
oating wire during fabrication,5. the RC interconnect behavior of the die surface, andItems 4 and 5 are covered in Appendix A in great detail, where trapped charge voltagemeasurements on 
oating wires in a set of experimental chips show a range of -1V to 1V.Figure A.3 in Appendix A models the RC interconnect behavior of the die surface observedin these experiments.In order to come up with the wiring capacitances to a 
oating wire, one needs to know thelocation of the break in the layout. A very good candidate for a break is a via, rather thanthe metal track itself. So, this chapter assumes that each via in a given layout correspondsto an interconnect open.Several layout tools that are capable of two-dimensional capacitance extraction exist inboth industry (e.g. CELL3 from Cadence) and academia (e.g. MAGIC from UC Berkeley).The problem with two-dimensional capacitance extraction, which is based on the area andthe perimeter of the overlap between two conducting surfaces, is its poor accuracy. Forexample, the capacitance due to a metal-1 wire A crossing a metal-2 wire B perpendicularlyvary more than 100% depending on the proximity of other metal-1 and metal-2 wires thatinterfere with the electric �eld lines between A and B. This observation is based on theresults from a three-dimensional capacitance extraction program, called SPACE3D [40],



60using the parameters from MOSIS for the HP 0.6� fabrication process and 0.9� wire width.Three-dimensional capacitance extraction is su�ciently accurate, but not feasible in termsof CPU time.One way to deal with this problem is to use two-dimensional capacitance extraction,and to assume that the actual capacitance is within +/- x% of the computed capacitance.This way, a fault simulator for interconnect opens will use capacitance ranges for wiringcapacitances to compute a voltage range for a given open. It is almost impossible to �nd theminimum value for x, such that using a smaller x would not include the actual capacitancefor at least one wire. The value used for x should ideally be based on statistical data fromtwo-dimensional and three-dimensional capacitance extractions of the same layout for agiven fabrication process. Larger x provides greater accuracy at the expense of a greaterindeterminism due to a wider range for the 
oating wire voltage.Even though a 100% variation can occur for the cross-capacitance between the two wiresof two metal layers, the layout patterns creating the ends of the maximum variation are notlikely to occur very often. These patterns are (i) two wires crossing in isolation, that is, thenearest third wire being far away, say, 50� away, and (ii) the cross-capacitance in the middleof a large tight grid formed by a bundle of parallel wires with minimum separation crossinganother bundle of wires with minimum separation on a di�erent layer. Case (ii) might occurmore often than case (i) in today's chips routed tightly with automatic place and route tools.Accordingly, the area and perimeter coe�cients for two-dimensional capacitance extractioncan be adjusted to re
ect this fact. Capacitances between a wire and the substrate, andbetween two wires running in parallel are not a�ected by the proximity of other wiresas much as the cross-capacitances are. Therefore, a value of 30 for x corresponding to avariation of 60% might be reasonable.The size of a Miller capacitance is determined by the width, length, and thicknessof the gate oxide, and the operating point of the CMOS transistor. Since the transistorgeometries can be tightly controlled in today's CMOS processes, and Miller capacitancesare not a�ected by surrounding structures, there is no need to use a value range for a Miller



61capacitance as proposed for a wiring capacitance.Charge collector diodes are used as described in Section 3.4 in Chapter 3 to protect gate-oxides in cases of very long wires that remain 
oating temporarily during the fabricationprocess. The number of charge collector diodes used in a chip depends on the propertiesof the fabrication process. If the reverse-bias current of a charge collector diode is largeenough, then the corresponding interconnect open can be detected by a stuck-at-0 test forthat 
oating wire. If the reverse-bias current is small enough so that it can be ignoredduring the test application period, then the charge collector diodes can be ignored, andthe trapped charge for the corresponding opens will be zero. If the reverse-bias current issomewhere in between such that it may pull the 
oating wire voltage to logic-0 only towardsthe end of the test application period, then the test vectors that detect stuck-at-0 on thecorresponding opens can be moved to the end of the stuck-at test suite.It is not possible to estimate the amount of trapped charge on a 
oating wire. Therefore,my fault simulation algorithm does not make any assumptions for the amount of trappedcharge. Note that excessive trapped charge on a 
oating wire may create a dangerousvoltage level during fabrication such that a gate-oxide punch through may occur creatinga gate-oxide short. This is di�erent from a conventional gate-oxide short [37, 11], becauseit is coupled with a 
oating wire, and the cause of this gate-oxide short is an open. Thisdissertation does not consider this case, leaving it for further research.Appendix A provides the experimental evidence for the RC interconnect e�ect of thedie surface. If a particular manufacturing process can guarantee su�ciently large resistivityfor the die surface, for instance Rsurf > 5 � 1013
 in Figure A.3 in Appendix A, then thedie surface can be ignored. Otherwise, the capacitance between a 
oating wire and the diesurface needs to be considered using a worst case value for the surface voltage.4.1 Processing the Standard-Cell LibraryBefore performing fault simulation on a particular standard-cell based design, thestandard-cell library needs to be processed. I assume that every gate in the library consists



62of a network of p-channel transistors and a complementary network of n-channel transistors,such as a CMOS NAND or a NOR gate. If composite gates exist in the library, such asXOR gates, they need to be split into simple inverting gates.First, the L0 th and L1 th values need to be determined, which denote the maximumvoltage that is still a logic 0 and the minimum voltage that is still a logic 1, respectively, asalso described in Chapter 2. Following are some de�nitions:An input combination for a gate denotes either a single gate input or multiple inputsof the same gate tied together. Tieing the inputs of a 2-input NAND gate does not createa useful structure; therefore, tied inputs will be combinations such as a1 and b1 inputs ora1 and b2 inputs of an AOI22 or an OAI22 gate from the MCNC library.VL0;g;ic denotes the voltage for the input combination ic of gate g such that the outputof g is at L1 th value, and is sensitized to the input combination ic. QL0;g;ic denotes thetotal electrical charge on transistor gates that are driven by the input combination ic, whenthe voltage on ic is VL0;g;ic. VL1;g;ic and QL1;g;ic are de�ned similarly.For IDDQ testing, a threshold current Iddq;th needs to be determined such that aquiescent power supply current larger than Iddq;th indicates a defective chip. Viddq0;g;icdenotes the logic-0 voltage on input combination ic such that Iddq;th 
ows through gate g.Qiddq0;g;ic denotes the total electrical charge on transistor gates that are driven by ic, whenthe voltage on ic is Viddq0;g;ic. Viddq1;g;ic and Qiddq1;g;ic are de�ned similarly.For every gate g and input combination ic in the library, VL0;g;ic, VL1;g;ic, Viddq0;g;ic,Viddq1;g;ic, QL0;g;ic, QL1;g;ic, Qiddq0;g;ic, and Qiddq1;g;ic will be computed by (H)SPICE, andbe recorded. In addition, the slope and the y-intercept values for the straight line de�nedby points (Viddq0;g;ic, Qiddq0;g;ic) and (VL0;g;ic, QL0;g;ic) will be recorded to be used forinterpolation purposes in my fault simulation algorithm. Similarly, the slope and the y-intercept values for the straight line de�ned by points (VL1;g;ic, QL1;g;ic) and (Viddq1;g;ic,Qiddq1;g;ic) will be recorded. For example, consider the HSPICE Q-V plot in Figure 4.1 forthe a input of the NAND gate in the MCNC library using the HP 0.6� process parameters.The Viddq0, VL0, VL1, and Viddq1 points are marked using Iddq;th = 50�A, L0 th = 1.05V,
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Viddq0Figure 4.1: Charge versus voltage plot for the a input of a NAND gate.and L1 th = 1.90V as also used in Chapter 2.4.2 A Fault Simulation AlgorithmGiven a test set, the following describes a fault simulation algorithm for interconnectopens using voltage sensing. The circuit is assumed to be full-scan. Since I do not make anyassumptions for the amount of trapped charge, the algorithm computes a Qtrapped;max;FW;sa0and a Qtrapped;min;FW;sa1 value for each 
oating wire FW created by an interconnect open.Qtrapped;max;FW;sa0 denotes the maximum trapped charge on FW with which the given



64test set can detect the open as a stuck-at-0 fault, and Qtrapped;min;FW;sa1 denotes theminimum trapped charge on FW with which the given test set can detect the open as astuck-at-1 fault.If a test set for IDDQ measurements exists, I explain how to use this algorithm to �ndthe overall detection intervals of trapped charge for each FW .This is a worst-case algorithm in the sense that detection is guaranteed if the actualtrapped charge falls within the computed detection intervals; however, the open might stillbe detected even if the trapped charge is outside of these intervals. It would be idealto compute detection probabilities rather than guaranteed detection intervals, but this isdi�cult to accomplish. The following describes the steps of my algorithm.4.2.1 The StepsSTEP 0: Initialize Qtrapped;max;FW;sa0 to �1 and Qtrapped;min;FW;sa1 to +1 for eachFW .STEP 1: Repeat STEP 2 for each test vector T in the test suite.STEP 2: Repeat STEP 3 for each FW . The algorithm assumes a single interconnectopen in the faulty circuit.STEP 3: If T detects a stuck-at-0 fault on FW , then do STEPs 4 through 8. If Tdetects a stuck-at-1 fault on FW , then do STEPs 4 through 8 with stuck-at-1 detection inmind, otherwise pick the next FW , and go to the beginning of this STEP.STEP 4:As also described in Section 3.3.2 in Chapter 3, all nodes that have a wire-to-wire or aMiller capacitance to FW fall into two categories: (i) nodes whose voltages depend on, and(ii) nodes whose voltages are independent of the FW voltage.Identify the dependent nodes by observing the e�ects of 
ipping the logic value on FW .Let inverting and non-inverting dependent nodes denote the dependent nodes whoselogic value is the inverse of FW 's and the same as FW 's, respectively. This informationis readily available from the FW stuck-at-0 fault simulation process performed in STEP 3.
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OAI22FWFigure 4.2: An example for a sensitized input combinationInverting dependent nodes are the source of any oscillation, and non-inverting dependentnodes are the source any sequential behavior as described in Chapter 3.STEP 5:For each gate g driven by FW , �nd the input combination to which the output of gis sensitized. For example, the sensitized input combination for the OAI22 gate shown inFigure 4.2 consists of only its b2 input, because its a2 input is blocked by a1 = 1. LetVL0;FW;T denote the minimum VL0;g;ic over all such sensitized input combinations.If the voltage on FW is less than or equal to VL0;FW;T , then test vector T will detect theopen. Since the algorithm does not make any assumption about the amount of the trappedcharge, the maximum amount of trapped charge that will produce a voltage of VL0;FW;T onFW , when T is applied, needs to be computed.Set VFW = VL0;FW;T .STEP 6:The total charge on FW has two components: (i) the charge on the transistor gatesdriven by FW , denoted as Qgate, and (ii) the charge on the wiring part of FW due tocapacitances between FW and other nodes, including the substrate and the die surface,denoted as Qwire.



66Qgate = Xi2S ICQi(VFW ) + Xj2US INP Qgate;j (4.1)where S IC denotes the set of all sensitized input combinations, and US INP denotesthe set of all remaining gate inputs driven by FW , which are unsensitized. Recall that VFWis set to the minimum VL0 value over all the sensitized input combinations. Therefore, inorder to �nd Qi(VFW ) in Equation 4.1 for input combination i, whose VL0 value is largerthan VFW , the equation for the straight line passing through its (Viddq0, Qiddq0) and (VL0,QL0) points will be used. Recall that the slope and y-intercept values for this line wererecorded during the library processing. Therefore, computing Qi(VFW ) involves a 
oating-point multiplication and an addition (fast operations in today's microprocessors).The Qgate;j term in Equation 4.1 denotes the charge on the p-channel and n-channeltransistor gates connected to logic gate input j, which is unsensitized. Equations 2.3 and2.5 in Chapter 2 are used to compute Qgate;j . The saturation region equation, Equation 2.7,will not be used, because no current is 
owing through the transistors connected to j dueto its unsensitized state.Equation 4.2 shows the Qwire portion of the total charge on FW . CWW0 and CWW1denote the set of capacitances from FW to other nodes that are at logic-0 and at logic-1state, respectively. Recall from the beginning of this chapter that the algorithm uses a rangefor each wiring capacitance due to the accuracy limitations of two-dimensional capacitanceextraction. Since a logic-0 at a neighboring node helps stuck-at-0 detection by T , I assumethe worst case by using the minimum value for the wiring capacitance Cw0 in Equation 4.2.Similarly, a logic-1 at a neighboring node works against stuck-at-0 detection by T , I assumethe worst case by using the maximum value for the wiring capacitance Cw1.If the die surface does not have a big enough resistivity, then the capacitance betweenFW and the surface needs to be considered, also. Given a voltage range Vsurf;min andVsurf;max the die surface can acquire, the last term in Equation 4.2 is added for modelingthe worst case e�ect of the die surface, assuming that Vsurf;max > VL0;FW;T . Otherwise,CFW�surf;min needs to be used instead of CFW�surf;max.



67Qwire = Xw02CWW0Cw0;min � VFW + Xw12CWW1Cw1;max � (VFW � V dd) +CFW�surf;max � (VFW � Vsurf;max) (4.2)STEP 7:Let Q1 = Qgate + Qwire. At this point, one might be tempted to think that Q1 givesthe maximum trapped charge on FW with which T can detect the open as a stuck-at-0fault, denoted as Qtrapped;max;FW;T. However, if VFW increases a bit entering the logic-1region, then all the non-inverting dependent nodes will change from logic-0 to logic-1; thus,dumping charge onto FW . That is, it is possible that FW might be at logic-1 state withsmaller trapped charge than (Qgate + Qwire) due to non-inverting dependent nodes, whichcause the sequential behavior explained in Section 3.2 in Chapter 3.In order to �nd whether this is the case, 
ip the logic values of all the dependent nodesidenti�ed at Step 4, and recompute Qgate and Qwire, and let Q2 = Qgate+Qwire using thesenew values. Then, Qtrapped;max;FW;T = min(Q1; Q2)STEP 8: If Qtrapped;max;FW;T > Qtrapped;max;FW;sa0 then set Qtrapped;max;FW;sa0 toQtrapped;max;FW;T . 2Steps 4 through 8 are described for a stuck-at-0 detection. For stuck-at-1 detection, thefollowing changes will be made.In STEP 5, VL1;FW;T , which is the maximum logic-1 threshold over all the sensitizedinput combinations, will be used instead of VL0;FW;T .In STEP 6, for input combination i, the line passing through its (VL1, QL1) and (Viddq1,Qiddq1) points will be used. Equation 4.2 will change toQwire = Xw02CWW0Cw0;max � VFW + Xw12CWW1Cw1;min � (VFW � V dd) +CFW�surf;max � (VFW � Vsurf;min)



68In STEP 7, Qtrapped;min;FW;T will be computed as: Qtrapped;min;FW;T = max(Q1; Q2)STEP 8 will be: if Qtrapped;min;FW;T < Qtrapped;min;FW;sa1 then set Qtrapped;min;FW;sa1 toQtrapped;min;FW;T .4.2.2 IDDQ TestingThe essence of the algorithm described above is to �nd the maximum trapped chargevalue to guarantee a voltage less than a given value on FW with a given test vector, orto �nd the minimum trapped charge value to guarantee a voltage greater than a givenvalue on FW with a given test vector. For a particular FW and T , the voltage range onFW that will give rise to an IDDQ greater than Iddq;th can be found using the Viddq0;g;icand Viddq1;g;ic values for the sensitized input combinations driven by FW . Let this rangebe de�ned by Viddq0;FW;T and Viddq1;FW;T. Now, a similar algorithm can be used tocompute the corresponding Qtrapped;iddq0;FW;T and Qtrapped;iddq1;FW;T values, such thatwhen the actual trapped charge is within the range de�ned by these values, IDDQ detectionis guaranteed.For a given FW , if all the IDDQ detection ranges computed for all the IDDQ testvectors completely cover the interval (Qtrapped;max;FW;sa0, Qtrapped;min;FW;sa1), then thisFW is guaranteed to be detected by either IDDQ measurements or by a stuck-at test. IfQtrapped;max;FW;sa0 � Qtrapped;min;FW;sa1 then FW is guaranteed to be detected as a stuck-atfault, and it will not be considered for IDDQ detection.If the trapped charge value is known a priori, then a check whether the stuck-at and/orIDDQ detection ranges contain this value will be su�cient to determine whether thecorresponding open will be detected.Note that charge collector diodes are not mentioned in my fault simulation algorithm,because their e�ect can be incorporated as follows: If the reverse-bias current of a chargecollector diode is su�ciently large, then the corresponding FW will be marked detected bya stuck-at-0 test vector. If this current can be ignored during the test application time,then the diode itself will be ignored, and the actual trapped charge value will be set to zero



69if su�cient time elapses between the end of wafer fabrication and the beginning of test.If the reverse-bias current is somewhere in between, then a stuck-at-0 test vector for thecorresponding FW will be moved to the end of the test suite expecting that the diode willhave drained FW to a logic-0 state by that time.4.2.3 Complexity of the AlgorithmIt is certain that this algorithm requires more CPU time than regular stuck-at faultsimulation. This section attempts to estimate how much more. Assuming that each viarepresents a potential interconnect open, Table 4.1 compares the number of vias againstthe number of collapsed stuck-at faults computed by Nemesis [20] in the seven largestISCAS85 circuits to give an idea about the size of the fault space for an interconnect openfault simulator. In Table 4.1, the number of vias is roughly twice the number of collapsedstuck-at faults.Circuit c1355 c1908 c2670 c3540 c5315 c6288 c7552# of vias 2562 2404 4687 6405 11165 12678 13436# of SAFs 1882 1246 2237 3185 4865 8748 6291Table 4.1: Number of vias vs. number of collapsed stuck-at faults.My fault simulator does not drop faults as it proceeds, because every vector in the testsuite might have a contribution to the detection intervals. The stuck-at fault simulation inSTEP 3 is performed for every test vector and FW pair. Assuming that the average numberof fault simulations per stuck-at fault is some fraction f of the number of test vectors inregular stuck-at fault simulation, my algorithm will perform 1=f times more stuck-at faultsimulation per fault (open).Equations 4.1 and 4.2 in STEP 6 require 
oating point arithmetic for every logic gatedriven by FW and every wire FW has a capacitance to. The average fanout in a circuitis independent of the circuit size, but depends on the functionality of the circuit. Also,the average number of capacitances a wire has to its neighboring nodes is independent of



70the circuit size, and again depends on the functionality of the circuit. The total number ofrealistic bridging faults for each ISCAS85 circuit reported by Chess and Larrabee [5] showsthat this number more or less has a linear trend with the circuit size. Since a bridging faultindicates the existence of a wire-to-wire capacitance between the potentially shorted wires,the average number of wire-to-wire capacitances per wire remains more or less the same.Modern microprocessors that are equipped with 
oating point units can perform 
oatingpoint arithmetic not much slower than integer operations.All the facts listed above indicate that the run-time of this fault simulation algorithmwill be a constant multiple of the run-time of regular stuck-at fault simulation for the samecircuit.



715. Summary and ConclusionThis chapter summarizes the contributions of this dissertation.� This dissertation showed that Miller capacitances play a signi�cant role in test inval-idation of network break test vectors. In fact, Miller capacitances, which until nowwere never considered as a source of test invalidation, are much more important thancharge sharing with p-n junction capacitances. Another important conclusion is thata very accurate fault simulator for network breaks that takes into account transientpaths, Miller and p-n junction capacitances is feasible, as shown in Chapter 2.� Even though the transient paths to Vdd/GND form the most important network breaktest invalidation mechanism, Miller and p-n junction capacitances are also importantwhen a signi�cant number of interconnect wires have capacitances that are comparableto these transistor capacitances. Even though the interconnect capacitances are notshrinking as fast as the transistor capacitances are shrinking as feature sizes decrease,transistor capacitances can still not be ignored. This is especially true when thereare logic blocks in the cell library that are made up of primitive cells packed togethertightly using short interconnect wires. One simple example is an XOR, or an XNORgate. Careful placement and routing can keep the percentage of short wires used in theinterconnect at a substantial level even when there are very long wires in the layout.Finally, the gate-oxide thickness is shrinking as the fabrication technology advances,which has an increasing e�ect on the Miller capacitances.� This dissertation showed for the �rst time that interconnect opens can cause oscilla-tions and state holding (sequential) behavior due to feedback capacitances from nodessensitized to the 
oating node back to the 
oating node. This behavior is exactly likefeedback bridging faults, however the conditions necessary to cause feedback are morecomplicated in the case of opens. The capacitive feedback can come from either wire-to-wire capacitance of as little as 1 femtofarad or from Miller feedback capacitancesfrom within a logic-gate. The range of initial voltages on the 
oating node to allow



72oscillation or additional state to occur is in the vicinity of Vdd/2, which is likely tobe the voltage the node is charged to due to Miller capacitances during circuit powerup.� Chapter 3 presented a discussion about the necessary conditions for a feedback bridg-ing fault to display feedback behavior. This rough analysis implies that an intercon-nect open might be more likely to display feedback behavior than a feedback bridgingfault.� This dissertation presented a fault simulation algorithm for interconnect opens, whichtakes all the factors, that are discussed throughout the dissertation and a�ect thevoltage of a 
oating wire, into account. The run-time estimate for this algorithm isa constant multiple of the run-time required by the stuck-at fault simulation for thesame circuit.� This dissertation presented for the �rst time the experimental evidence that the diesurface can act as an RC interconnect; thus, capacitively coupling a 
oating wire,which is created by an interconnect open, to all other signals in a chip. The resistancerange for the die surface necessary for this e�ect is large enough so that the diesurface is a perfect insulator for the fault-free operation of the chip. I presented acircuit model for the RC interconnect e�ect of the die surface. HSPICE simulationswith this circuit model produced the same 
oating-wire behavior I have observed inmy experiments. My experiments and HSPICE simulations show that the passivationlayer or the nitrogen gas inside the die cavity is too resistive to cause the die surfaceact as an RC interconnect. There are two other potential candidates to explain thereduced die surface conductivity. One is a hygroscopic contaminant on the die surfacethat may form during the time period from the wafers are fabricated to they are cutand packaged. The other is adsorption of water molecules or some other moleculesfrom air by the passivation layer surface. Further study is necessary to identify theactual mechanism.



73� Appendix A presented trapped charge voltage measurements on 
oating-gate tran-sistors with poly or metal extensions. Floating gates with poly extensions alwaysshowed negative trapped charge values, up to -4V. Floating gates with metal exten-sions showed both positive and negative trapped charge values within the -1V to 1Vrange. As another factor to be considered for predicting the behavior of a 
oatingwire, Chapter 3 pointed out to charge collector diodes.� The trapped charge measurement results given in Appendix A together with the onesreported by Johnson [15] show the unpredictability of trapped charge values, which istaken into account in the fault simulation algorithm presented in Chapter 4.



74Appendix A. Die Surface and Trapped Charge in Testingfor Interconnect OpensThe electrical charge trapped on the 
oating wires created by opens during fabrication isimportant, because it is one of the factors that determines the voltage on a 
oating gate [32,4, 23, 12, 36], thus determining the behavior of the cell this 
oating-gate transistor is in.Johnson [15] designed and performed trapped charge measurements on test structures thatconsist of 
oating-gate p-channel and n-channel transistors with varying lengths of polyextensions. These measurements showed that there was always a positive charge on the
oating poly, and the voltage created by this charge ranged from 0.1V to 2.3V.The 
oating-gate test structures were built to measure the e�ects of di�erent lengths anddi�erent layers of 
oating metal lines connected to transistor gates, because interconnectopens most of the time create 
oating metal wires. This also provided the chance to tryerasing trapped charge via ultra-violet light (as is done for EPROMs).My experiments took a very unexpected turn when I noticed that the 
oating-gatevoltages in our hermetically sealed packages were behaving di�erently from the ones inother packages with their dies exposed to air. The 
oating-gate voltages in the sealedpackages displayed a swing of at least 0.5V with a short rise time and a long fall time, whilethe other packages did not. I had to conduct several experiments to identify what wasreally going on. All the experimental data point to the conclusion that the die surfaces inthe hermetically sealed packages are conducting su�cient electrical charge forming an RCpath from all other signals in the chip to the metal wires connected to the 
oating gates.The time constant of this path is varying from a couple of seconds to a couple of minutes.Because, a part typically spends from a couple of seconds to a couple of minutes on a tester,the die surface becomes a determining factor on the behavior of a 
oating gate during theperiod the part is tested. The capacitance of a wire in a VLSI chip today is typicallybetween 10�15F to 10�12F. In order to obtain a time constant of 1 second, a resistance of1012
 to 1015
 is needed, which is a perfect insulator for normal operation of the chip, but



75conductive enough to a�ect the voltage of a 
oating-gate.Until now, the voltage of a wire connected to one or more 
oating gate transistors due toa break in the interconnect is thought to be determined by only two factors: i) the couplingcapacitances to neighboring wires and to other terminals of the 
oating gate transistors, andii) the amount of the trapped charge deposited on the 
oating gates during fabrication. Thisappendix presents several pieces of experimental evidence that the die surface conductionforms a third factor in determining the voltage of a 
oating wire. Section A.2 presentsthe phenomenon I have observed that led me to the die surface, and then Section A.3analyzes several mechanisms that might be responsible for die surface conduction andpresents evidence for and against these mechanisms including HSPICE simulation resultsmatching the 
oating-wire behaviors I have observed.Section A.4 presents the trapped charge measurement results. The following sectiondescribes our test chip and the measurement technique we used.A.1 The Test Chip and the Measurement TechniqueThe test chip was fabricated using the HP 0.8� CMOS n-well technology through MOSIS.Twelve of the packages were hermetically sealed with metal lids, and thirteen of them hadtheir die cavities covered by taped plastic lids so that these lids could be easily removed bypeeling o� the tape to be able to expose the die to ultra-violet light. All of the packagesare ceramic.In the test chip, there are three n-channel transistors with 125�, 250�, and 500� longmetal-2 wires attached to their gates. These wires are not driven by any other device, andthey are all 1.5� wide. For each such 
oating-gate wire g, two metal-2 wires are running onboth sides of g with a separation distance of 1.5� from g. Connected to these two metal-2wires, a metal-1 wire is running just below g, forming an electrical node pg (pseudo gate).The voltage on 
oating gate g can be controlled by controlling the voltage on pg becauseof the capacitance between pg and g. We use an identical n-channel transistor in order tomeasure the voltage on g.



76Figure A.1 shows our measurement circuitry. The dotted rectangle represents the chipboundary. Everything outside the dotted rectangle is o�-chip. The n-channel transistoron the left in Figure A.1 represents the 
oating gate transistor, and the one on the rightrepresents the identical size reference transistor. All the transistors on the test chip are 0.8�long and 5� wide. The basic idea to measure the 
oating-gate voltage is to apply the samedrain-source voltage to both transistors, and to have the same drain current 
owing throughboth transistors. In this state, the measured gate voltage on the reference transistor will bethe same as the gate voltage on the 
oating-gate transistor. This method is also used byJohnson [15], but our measurement technique shown in Figure A.1 keeps the drain-sourcevoltage �xed at 0.2V, thus eliminating the hot electron e�ect that might otherwise alter theamount of the trapped charge, as explained in Section A.1.2. The op-amps in Figure A.1also make sure that the same current is 
owing through both transistors.The voltage on the 
oating gate when all the chip pins are grounded is the trappedcharge voltage. The basic idea to measure the trapped charge voltage is to measureat least two points on the Vg � Vpg plane, and extrapolate to Vpg = 0 assuming a linearrelationship between Vg and Vpg. The actual relationship isVg = K1 � Vpg +K2 � Vds + Vtc where (A.1)K1 = Cpg�fwCpg�fw + Cfw + Cgate ; K2 = CgdCpg�fw + Cfw + Cgate :Cpg�fw and Cfw are the capacitances from pg to the 
oating wire in Figure A.1 and fromthe 
oating wire to the substrate, respectively. The gate capacitance is the sum of the gate-to-drain, gate-to-source, and gate-to-bulk capacitances, that is, Cgate = Cgd + Cgs + Cgb.Vtc is the trapped charge voltage, and Vds is the drain-source voltage, which is kept �xedat 0.2V. Section A.1.1 shows that K2 � 0:2 is less than 15mV. The value of K1 changesslightly as the transistor enters the linear region from the cut-o� region, introducing a slightextrapolation error, as explained in Section A.1.1.
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Figure A.1: Circuitry to measure the 
oating gate voltage controlled by pgIn the test chip, there are also three n-channel 
oating-gate transistors with poly exten-sions of 42�, 21�, and no extension. No metal is attached to these 
oating gates, and thewidth of the poly is 1�. Over both the 42� and 21� poly extensions, we have a metal-1rectangle that is 12� wide, creating the pg node shown in Figure A.1.There are three p-channel 
oating-gate transistors with metal-1, metal-2, and metal-3wires attached to their gates. Each such wire is 250� long. Both the metal-1 and metal-2wires are 1.5� wide, but the metal-3 wire is 3� wide, which is the minimum width for metal-3according to MOSIS rules. These metal wires are not surrounded by any other wire, that is,the 
oating-gate voltage can be controlled only by controlling the source-drain voltage. Thisis also the technique used by Johnson [15]. Figure A.2 shows our measurement circuitryfor this technique. A similar circuit is also used by Pricket, et al. [28]. The main reasonI did not create a pg node around the 
oating wires of these three p-channel transistors isthat estimating the capacitance of a 
oating wire to pg and to substrate becomes very hardbased on the capacitance parameters given by MOSIS, because these parameters do notinclude wire-to-wire capacitance on the same layer, and the given capacitance parameters



78assume a wire-on-a-plane structure. So, it is very easy to estimate the substrate capacitanceof a 
oating wire not surrounded by any other wire. Knowing the total capacitance of the
oating wire will allow the computation of the amount of the trapped charge from the Vtcmeasurements.The main di�erence in the technique used in Figure A.2 compared to Figure A.1 is thatthe source-drain voltage is not constant, and it is used to control the 
oating-gate voltage.Note that the drain-source voltages for the 
oating and the reference transistors are kept thesame by the op-amp. All of the op-amps have their outputs connected to a 10�F capacitorto prevent oscillation, which is not shown in Figures A.1 and A.2.In Figure A.2, the basic idea to measure the trapped charge voltage is to measure atleast two points on the Vg � Vsource plane, and extrapolate to Vsource = 0. The assumptionis Vg = K3 � Vsource + Vtc where K3 = Cgs + CgbCfw + Cgate (A.2)The bulk (n-well) of the transistor is tied to the source terminal in our p-channeltransistors. Section A.1.1 shows the extrapolation errors for this case.We also have three other p-channel 
oating-gate transistors with poly extensions thesame as the three n-channel transistors described earlier. The only di�erence is that themetal-1 over the poly extension is grounded, and the measurement circuitry in Figure A.2is used. Table A.1 summarizes the twelve 
oating-gate (FG) transistors we used. Themeasurement technique for transistor 6 is similar to the one used for p-channel transistors,because the setup for transistor 6 does not have a pg node.A.1.1 Extrapolation ErrorsEquation A.1 is used to compute the trapped charge voltage for transistors 1{5 inTable A.1 by extrapolating to Vpg = 0. The value of K2 is the largest for transistor 5,because Cpg�fw and Cfw are the smallest compared to transistors 1{4. From the parameterssupplied by MOSIS, both Cpg�fw and Cfw can be computed to be 3fF. Performing an
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Figure A.2: Circuitry to measure the 
oating gate voltage controlled by sourceHSPICE simulation with Vpg = 0, Vds = 0:2V , and Vtc = 0, I found Vg = K2 �Vds = 15mV ,which is a negligibly small number. This number is even smaller for transistors 1{4.Again with transistor 5, by varying Vpg from 0V to 5V in HSPICE simulation, K1 = 0:27until Vg reaches the threshold voltage, and K1 = 0:24 afterwards. The measurementtechnique in Figure A.1 needs the FG transistor be conducting in order to be able tomake FG voltage measurements. Therefore, I can only measure FG voltages larger thanthe threshold value. Using two points computed by HSPICE, (Vpg = 3:75V; Vg = 1:00V )and (Vpg = 5:00V; Vg = 1:29V ) while the transistor is on, extrapolating to Vpg = 0 resultsin Vg = 0:13V , which is the extrapolation error. The reason for the decrease in K1 isthe decrease in Cgate from the cut-o� region to the linear region. The extrapolation errordecreases as Cpg�fw and Cfw become larger going from transistor 5 towards 1. Recall thatall the transistors in our test chip have the same dimensions: 5.0� wide and 0.8� long.Equation A.2 is used to compute the trapped charge voltage for transistors 7{12. Ac-cording to HSPICE simulations, the value of K3 increases from the cut-o� region to thesaturation region where the FG transistor of Figure A.2 operates when it is on. This in-



80n-channel transistors: p-channel transistors:FG voltage controlled FG voltage controlledby pg voltage by source voltagetrans. # FG extension trans. # FG extension1 500� metal-2 7 250� metal-12 250� metal-2 8 250� metal-23 125� metal-2 9 250� metal-34 42� poly 10 42� poly5 21� poly 11 21� poly6 no extension 12 no extensionTable A.1: Summary of the twelve 
oating-gate (FG)transistors in our test chipcrease in K3, caused by the change in the three transistor capacitances Cgd; Cgs; and Cgb,creates a negative extrapolation error. HSPICE simulation with Vtc = 0 and Cfw = 0.5fFcorresponding to transistor 12 gave me an extrapolation error of -0.47V. I could not useCfw = 0, because the transistor did not conduct even when Vsource = 5V with Cfw = 0.The extrapolation error with Cfw = 34fF corresponding to transistor 7 with the largestCfw among transistors 7{12 was -0.07V. Therefore, the extrapolation error for transistors8{11 should be between -0.5V and -0.07V.Even though Johnson [15] has not reported his extrapolation errors, his should be similarto the ones reported here.A.1.2 Advantages of Our Measurement TechniqueControlling the FG voltage with a pg terminal, and keeping the drain-source voltage�xed at 0.2V as shown in Figure A.1 ensures that the FG transistor will be in the linearregion while taking measurements, whereas controlling the FG voltage with the source ordrain terminal of the FG transistor, as also done by Johnson [15], allows the transistor tobe only in the saturation region while taking measurements, unless there is a large enough



81Vtc on the gate. When an n-channel transistor is in the saturation region, hot electronscan be easily injected into the gate oxide, altering the amount of the trapped charge sittingon the transistor gate. In our setup in Figure A.1, electrons crossing the channel do nothave enough energy to penetrate the gate-oxide. This is the main advantage of this setup.The other advantage is to have pg as an independent terminal to control the FG voltage,without relying on the drain or source voltage.The p-channel transistors are not as susceptible to hot carrier e�ect as the n-channeltransistors are, so controlling the FG voltage with the source terminal is safe for p-channeltransistors.A.2 The (Mysterious) E�ect of the Vdd-RingOn our chip, there is a 50� wide metal-3 wire, called Vdd-ring, that goes all aroundthe die periphery through the pad cells to supply the Vdd voltage to electrostatic dischargeprotection circuits inside the pad cells. What looked very mysterious was that the FGvoltage of any transistor with a metal wire connected to it was quite unstable when Iapplied 5V to the Vdd-ring. This applies to the transistors 1{3 and 7{9 in Table A.1.More speci�cally, switching the Vdd-ring voltage from 0V to 5V caused the FG voltages oftransistors 1 through 3 go from around 1.0V to around 1.5V within 5 seconds to a coupleof minutes depending on the package. The FG voltage would then turn back, and go downto its previous value before 5V was applied to the Vdd-ring, which took about 3 minutesto about an hour. Both the rates of increase and decrease in FG voltage resembled anRC charge-up or an RC discharge. I observed the same type of behavior for transistors 7through 9. The FG voltages of transistors 7, 8, and 9 in one package increased 0.66V, 0.92V,and 1.43V, respectively, using the setup shown in Figure A.2. In this particular experiment,I kept the voltage of node A constant, but as the gate voltage increased, the drain-sourcevoltage also increased, unlike the setup in Figure A.1, where the drain-source voltage isalways 0.2V. The FG voltages reached their peaks within 3-5 seconds again displaying anRC charge-up, and came back to their previous values within 2-3 minutes at the rate of



82an RC discharge. Transistors 7{9 in other hermetically sealed packages showed the samebehavior but only taking a longer time, up to 45 minutes, to complete the cycle of RCcharge-up and RC discharge.The gate voltages of all other FG transistors showed only a couple of millivolts of reactionto the Vdd-ring. Note that all of these other FG transistors have only poly extensions totheir gates, if any, and all the poly extensions are covered with metal-1.A very important observation is that switching the Vdd-ring voltage from 0V to 5Vhad no e�ect on the FG voltage of any transistor in the taped-lid packages, even thoughthe dies in all our packages are identical. That is, I observed the e�ect of Vdd-ring onlyin the hermetically sealed packages. This shows that there is no direct capacitive couplingbetween the Vdd-ring and the FG wires. Because, if there was, I would observe the samebehavior in the taped-lid packages also. Besides, the distance between the Vdd-ring andthe long side of any other FG wire is between 100� to 600�, which is too large a distanceto have any coupling capacitance.I carefully removed the metal lid of an hermetically sealed package to see whetherthe Vdd-ring e�ect would disappear. To my expectation, the Vdd-ring e�ect has indeedcompletely disappeared. I very carefully drilled a very tiny hole, less than 1mm in diameter,through the metal lid of another hermetically sealed package. About 5 minutes after drillingthe hole, switching Vdd-ring from 0V to 5V caused a diminished e�ect on the FG voltageof transistor 9. The following day, the Vdd-ring e�ect has completely disappeared. Thiswas an evidence that air entering the die cavity has something to do with this phenomenon.I learned from MOSIS [9] that in the case of hermetic sealing the packages are placed ina closed oven, where the chips are cleared of moisture at a temperature of 150�C by passingdry nitrogen through the oven. The packages are then sealed by covering the die cavity witha metal lid soldered using the gold eutectic solder ring around the lid. So, the die surfacein touch with air versus the die surface cleared of moisture and in touch with dry nitrogenis making the di�erence.I speculate that the die surface is somehow involved in charge transport. I came up
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Figure A.3: The circuit modeling the e�ect of the Vdd-ringwith the circuit shown in Figure A.3 modeling the Vdd-ring e�ect I observed. The crosssections of the 
oating wire and the Vdd-ring are shown. The 
oating wire is connectedto a transistor gate, which is not shown in the �gure. Cfw�subs and Cfw�surf denote thecapacitances from the 
oating wire to the substrate and to the die surface, respectively.The RC path fCring�surf ; Rsurf ; :::; Rsurf ; Cfw�surfg from Vdd-ring to the 
oating wire inFigure A.3 models the RC charge-up I observed in my experiments. As mentioned earlier,the FG voltages of transistors 7, 8, and 9 in one package increased 0.66V, 0.92V, and1.43V, respectively, showing that metal-3 is a�ected the most by the Vdd-ring, followedby metal-2 and metal-1. So, as the 
oating wire gets closer to the die surface, it becomesmore in
uenced by the voltage change on the Vdd-ring, which supports the die surfaceconduction speculation. It does not surprise me that Johnson [15] has not reported anysuch phenomenon, because all of the poly extensions in his FG transistors were covered bymetal lines connected to transistor drains or sources, which shielded the poly extensionsfrom the die surface. As explained earlier, the poly extensions of our transistors 4, 5, 10,and 11 in Table A.1 are also covered with metal-1, and these transistors are not a�ected bythe voltage change on the Vdd-ring, which is further evidence of die surface conduction.The RC path fCring�surf ; Rsurf ; :::; Rsurf, substrateg in Figure A.3 models the observedRC discharge. This path implies that the surface must have a path to the substrate, whichis indeed the case. The passivation layer touches the bare silicon around the periphery ofthe die. This way, cutting the dies from the wafer is done by cutting through the baresilicon. Otherwise, cutting through the oxide might crack the oxide layers. The die surface



84is modeled as an RC interconnect, with extremely high resistance values producing RC timeconstants that are on the order of seconds and minutes. Air is substantially decreasing theresistances in Figure A.3 due to the humidity, resulting in very small RC time constants toobserve the Vdd-ring e�ect.Even though I refer to the e�ect of the die surface conduction as the Vdd-ring e�ect,because I have �rst noticed it by switching the voltage on the Vdd-ring wire, all the signalwires in a regular chip will be a�ecting the 
oating-wire voltage via die surface conduction.The Vdd-ring wire in Figure A.3 can be replaced by any signal wire. Because a signal wireis typically a much smaller wire than the Vdd-ring, the Cring�surf capacitance in Figure A.3will be much smaller in the case of a signal wire. Because there are thousands or millionsof signal wires in a chip, their combined e�ect will be much stronger than the Vdd-ring.The following section goes through possible mechanisms for die surface conduction, andshow whether they �t my observations. Note that the surface conduction mentioned herehas extremely high resistance, but when combined with extremely low capacitances of thewires in the chip, the resulting RC time constant becomes on the order of seconds. Thefollowing section will also present HSPICE simulation results with the circuit in Figure A.3,that match the behavior I observed in the experiments.A.3 Analysis of Possible Mechanisms for the Vdd-ring E�ectA.3.1 Is It the Passivation Layer?One candidate for charge transport on the die surface is the passivation layer. In theHP 0.8� technology our chips were fabricated with, two passivation layers are used. First,a 0.35� silicon oxynitride �lm is deposited on top of the metal-3 layer, followed by a 0.60�silicon nitride �lm. Rabiller, et al. [30] reported that the room temperature resistivityvaries smoothly from less than 1014
 � cm for silicon nitride to more than 1016
 � cmfor silicon dioxide by varying the ratios of oxygen and nitrogen in a silicon oxynitride�lm deposited using plasma enhanced chemical vapor deposition (PECVD). Therefore, the



85nitride passivation layer should be 100 to 1000 times more conductive than the intermetaldielectric, which is silicon dioxide.The 
oating wire of transistor 3 in Table A.1 starts from a point 85� away from theVdd-ring, and extends 125� into the chip as shown in Figure A.4. It is 300� away fromthe closest parallel Vdd-ring wire. As a crude approximation, let us assume that chargeneeds to travel 100� from above Vdd-ring to above the 
oating wire through the 0.6� thicknitride �lm. Let's call this path the nitride path. The metal-2 
oating wire of transistor3 is surrounded by two other metal-2 lines connected to a metal-1 line below, creating theelectrical node pg, as explained in Section A.1. The distance from the 
oating wire to eitherof pg's metal-2 lines is 1.5�. The metal-2 thickness and the separation between metal-2 andmetal-1 layers are both around 1�. Considering that pg has three paths through the oxide tothe 
oating wire, each path being 1.5� or less long, charge needs to travel roughly 1� frompg to the 
oating wire through the oxide, which constitutes the oxide path. Assuming a 1to 1000 ratio for the nitride to oxide resistivities, and recalling that the nitride path is 100times longer than the oxide path, the resistance of the oxide path must be only 10 timeslarger than the resistance of the nitride path.Even though I observed a 0.5V increase in the 
oating wire voltage due to the Vdd-ringwithin seconds or a couple of minutes, the FG voltage returned to its previous value, andstayed there even after an overnight operation with constant pg voltage. In other words,in 15 hours I have not observed any RC charge-up through the oxide path, which is atmost 10 times more resistive than the nitride path. But, the Vdd-ring e�ect is observablewithin seconds, which shows that the nitride cannot be the medium of charge transport forthe Vdd-ring e�ect. Moreover, a substantial portion of the charge traveling through thenitride path will be kept by the surface-to-substrate capacitances shown in Figure A.3, thusdelaying the RC charge-up of the 
oating wire, which is not the case for the oxide path.HSPICE simulation results later in this appendix con�rm that the nitride is too resistiveto be responsible for the Vdd-ring e�ect. In addition, it is not clear to me how air wouldtremendously increase the conductivity of nitride. Recall that the taped-lid packages do not
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Figure A.4: The distances between the Vdd-ring and transistor 3possess the Vdd-ring e�ect most probably due to the reduction in the surface resistancesshown in Figure A.3 as a result of contact with air.A.3.2 Is It the Dry Nitrogen and Air?Another candidate for the medium of charge transport on or over the die surface is thegas inside the die cavity. This gas is dry nitrogen according to MOSIS in our hermeticallysealed packages with metal lids, and ordinary air in packages whose die cavities are coveredby taping plastic lids over them. The die cavity is identical in both types of packages, and itis 10mm on one side. The distance between the die surface and the plastic or the metal lidis about 1mm, and the die size is 1:9mm on one side. Therefore, applying 5V to the metallid over the die surface is expected to create a couple of volts of increase in the die surfacepotential if dry nitrogen is the conduction medium responsible for the Vdd-ring e�ect. But,I observed only a 1-2mV immediate increase in the FG voltage of transistor 3 after 5V isapplied to the metal lid. I observed no further increase at all even after waiting for a coupleof minutes, whereas the RC charge-up of the FG voltage of transistor 3 in the same package



87takes only 30 seconds resulting in a 0.5V increase. Grounding the metal-lid resulted in animmediate 1-2mV decrease in the FG voltage, again followed by no further change at all.I took the package that I drilled a tiny hole through its metal lid as described inSection A.2, and applied 5V to its lid, also. Again, the behavior was exactly the same asdescribed above. Therefore, neither air nor dry nitrogen can transport su�cient electricalcharge from/to the die surface within minutes to be responsible for the Vdd-ring e�ect Iobserved.There is an additional evidence against the dry nitrogen. After 3 months, both the RCcharge-up and discharge of the FG voltages in hermetically sealed packages took about 20times longer than they used to take initially. For instance, the RC charge-up of transistor3 took 10 minutes compared to 30 seconds it took 3 months earlier. The RC dischargewas also proportionally delayed, but the amplitude remained the same at 0.5V level. If thedry nitrogen is responsible for the charge transport, it is not clear why its resistivity wouldincrease 20 times while it is enclosed under a hermetic seal, and the ambient temperatureis about the same. Actually, this observation is evidence against the passivation layer, also.A.3.3 A Hygroscopic Film on the Die Surface?When I mentioned that the Vdd-ring e�ect disappears when air enters the die cavityby either removing the metal lid or drilling a tiny hole through it, Vance Tyree of MOSISspeculated the existence of a hygroscopic contaminant on the die surface. From the timewafers are fabricated to the time they are cut and packaged at a di�erent location andcompany they are shipped to, a �lm of hygroscopic material might be formed on thedie surface. When the packages are placed in an oven at 150�C, and dry nitrogen ispassed through the oven, most of the moisture in this hygroscopic material will evaporate,but su�cient amount of moisture may remain to cause the conduction I observed in thehermetically sealed packages. When a hole is drilled through the metal lid, air re-hydrolizesthis material on the die surface, substantially decreasing its resistivity, so that any inducedcharge on the die surface would leak away to the substrate in less than a second. Recall



88that the die surface terminates at the substrate on the periphery of the die, as explained inSection A.2.In 3 months, more moisture from the hygroscopic �lm may evaporate into the drynitrogen inside the hermetic seal at room temperature. This explains why the resistivity ofthe conducting medium has increased 20 times after 3 months.In order to estimate the resistance this speculated hygroscopic �lm needs to exhibit inorder to produce the RC behavior I observed, I performed HSPICE simulations using thecircuit in Figure A.3. I attempted to duplicate my RC charge-up and discharge observationsfor transistor 8 in a typical hermetically sealed package, where the FG voltage in Figure A.2increases 0.9V in less than a minute, and comes back to its initial value in less than an hour.In my HSPICE runs, the 
oating wire in Figure A.3 is connected to a 
oating gate pMOStransistor as shown in Figure A.2, the source and the bulk of the transistor are connectedto a 30K
 resistor, and the drain is grounded.The 
oating wire is a metal-2 line 250� long and 1.5� wide. From the capacitanceparameters provided by MOSIS for run n4cp of the HP 0.8� process, Cfw�subs is computedto be 23fF. Because metal-2 might be slightly closer to the die surface than it is to thesubstrate in this 3-metal process, and the dielectric constant is 7.0 for silicon nitride andbetween 3.9 and 7.0 for silicon oxynitride depending on its oxygen-nitrogen composition[30], Cfw�surf can be assumed to be 30fF. To compute Cring�surf , the metal-1 to substratecapacitance parameters given by MOSIS can be used, assuming that metal-1 to substratedistance is about the same as the distance from metal-3 to the die surface, which is thethickness of the passivation layers deposited on top of metal-3. I multiplied the resultingcapacitance value by 6.5/3.9, where 3.9 is the dielectric constant for SiO2, and 6.5 is myguess for the dielectric constant of the passivation layer that consists of a 0.60� nitride anda 0.35� oxynitride �lm. The resulting capacitance value is 16926fF from the whole Vdd-ringto the die surface.The orientation of transistor 8 is similar to the one in Figure A.4, with 85� by 300�replaced by 355� by 135�. Therefore, the bulk of the charge induced over the 
oating wire



89is coming from the parallel Vdd-ring wire 135� away, and the other portions of the Vdd-ringdo not have as much contribution. Thus, I took one-fourth of 16926fF, and bumped it up alittle bit to account for the proximity of metal-3 to the passivation layer, and used 4400fFfor Cring�surf .The Vdd-ring is 1:5mm long on one inner side, so the die surface area enclosed bythe Vdd-ring is 1:5 � 1:5 = 2:25mm2. To estimate the capacitance of the die surface tothe substrate, I multiplied 2.25 by 10pF=mm2, which is the area capacitance parameterfrom MOSIS for the metal-3 layer, to obtain 22.5pF. The surface to substrate capacitancebetween the 
oating wire and the Vdd-ring wire, which is 135� away, is less than 10% of22.5pF, because Vdd-ring is 1500� on one side, and I took this capacitance to be 2000fF.In the HSPICE runs, I used 10 RC stages between the 
oating wire and the Vdd-ring asshown in Figure A.3. Therefore, each Csurf in Figure A.3 is one-tenth of 2000fF, whichis 200fF. The RC network between the 
oating wire and the Vdd-ring represents the 135�surface distance, but more surface area will be receiving induced charge from the Vdd-ring.In order to model this, I added another 10 RC stages to the left of the 
oating wire inFigure A.3.The only parameters left to be set in Figure A.3 are the value of Rsurf and the numberof RC stages to the right of the Vdd-ring, which model the surface path from the Vdd-ringto the die periphery terminating at the substrate. The distance from the Vdd-ring to theouter boundary of a pad cell is 140�. The die periphery should be pretty close to theouter boundary of a pad cell. Because the 10 RC stages between the 
oating wire and theVdd-ring represent a 135� surface distance, I expect 10 to 20 RC stages to the right of theVdd-ring in Figure A.3. Using 15 such RC stages, and setting Rsurf = 5�1011
, I obtainedthe HSPICE simulation result shown in Figure A.5, which is very close to what I observedexperimentally as the \Vdd-ring e�ect". The y-axis in Figure A.5 shows the 
oating wirevoltage, and x-axis is time in seconds. The 0.23V at t = 0 is obtained by applying 10V tonode A in Figure A.2. At t = 5sec, Vdd-ring is switched from 0V to 5V, and stays at 5Vthroughout the simulation. The RC charge-up takes 20 seconds, and RC discharge is taking
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Figure A.5: The HSPICE simulation showing the Vdd-ring e�ect through surfaceconductionmore than 275 seconds.Playing with the value of Rsurf shows that the amplitude of the RC charge-up does notchange with Rsurf , nor the ratio of RC charge-up time to RC discharge time changes. Onlythe width of the curve in Figure A.5 changes. Setting Rsurf = 5 � 108
 resulted in thesimulation result shown in Figure A.6, which shows that the RC charge-up and dischargecycle completed within half a second after the Vdd-ring is switched to 5V at t = 5sec.Half a second would not be a su�cient time for me to see the e�ect of the Vdd-ring whiletaking measurements on the taped-lid packages, because I used ordinary digital multimeters.Therefore, air increases the conductivity of the speculated hygroscopic �lm by a factor of1000 or more.A.3.4 Adsorption by the Die Surface?More than 40 years ago, Brattain and Bardeen [3] discovered that gas adsorption ontoa semiconductor surface changes the conductance of that surface. This is the operatingprinciple for many semiconducting gas and humidity detectors today [34]. It may be possible
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Figure A.6: The 
oating wire voltage with Rsurf = 5 � 108
hthat either the water molecules themselves or other molecules in the air are adsorbed bythe silicon nitride passivation layer, signi�cantly increasing its surface conductivity. Whenthe packages are placed in an oven with dry nitrogen passing through, some of the atomsadsorbed from the air may leave the die surface, but still leaving behind enough atomsto cause the surface conduction I have observed. After the packages are sealed with drynitrogen inside the die cavity, more atoms from the die surface may di�use into nitrogenvery slowly, causing the surface conductivity shift I have observed in 3 months.The materials used for gas or humidity sensors are semiconductors, but silicon-nitrideis an insulator, so I could not �nd data in the gas sensors literature within my limited timeabout the adsorption properties of silicon nitride.A.3.5 Further Evidence for My Surface Conduction ModelFurther evidence supporting the surface conduction model illustrated by Figure A.3 isanother experimental observation. Switching the Vdd-ring from 5V back to 0V while theFG voltage is increasing does not stop the increase in FG voltage immediately. The FGvoltage continues to increase for a while before it turns back. HSPICE simulation showed the
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Figure A.7: The delayed response of the 
oating wire voltage as another evidencesame response as illustrated in Figure A.7. The 
oating wire voltage continued to increasefor 4 seconds after the Vdd-ring voltage is switched to 0V at t = 12sec. Rsurf = 2�1012
 isused for this simulation mimicing a package with slightly larger hygroscopic �lm resistivity.One more piece of evidence for the surface conduction model is the following observation:After setting the pg voltage in Figure A.1 from 0V to 1.51V for transistor 1, the FG voltagestarts from 1.18V, and drops 0.11V to 1.07V after 2.5 minutes. This behavior is due to thetime necessary for Cfw�surf in Figure A.3 to increase the potential di�erence across it bypushing charge into the substrate through the die surface.Now consider the 135� surface distance represented by the 10 RC stages in HSPICEsimulations between the 
oating wire and the Vdd-ring in Figure A.3. Let's compute theresistance of this distance through the silicon nitride layer. Let's assume 5 � 1013
� cm forthe resistivity of the nitride. Then, the resistance Rnitride will beRnitride = resistivity � lengthcross section area = (5 � 1013) � (135 � 10�4)(0:6 � 10�4) � (1500 � 10�4) = 7:5 � 1016
 (A.3)Since there are 11 Rsurf resistors in the 10 stage RC network, each Rsurf will be



937:5 � 1016=11 = 6:8 � 1015
. Recalling from Section A.3.3 that the RC charge-up takes20 seconds for Rsurf = 5 � 1011
, Rsurf = 6:8 � 1015
 will produce an RC charge-up thattakes 272000 seconds, that is 3.15 days! This clearly shows that the silicon nitride is tooresistive to be responsible for the Vdd-ring e�ect.A.4 Charge Measurement ResultsFigures A.8 through A.10 show the trapped charge voltage measurements on 8 taped-lidand 9 hermetically sealed packages. In Figure A.8, the f42 - tapedg column shows thetrapped charge voltages in our taped-lid packages for transistors 4 and 10 in Table A.1,which have 42� poly extension. Similarly, f42 - sealedg column is for transistors 4 and 10in our sealed packages. One main conclusion from these measurements is that 
oating gatetransistors with no or some poly extensions have negative trapped charge voltages sittingon their gates, up to almost -4V. This is in contrast with Johnson's measurements [15], whomeasured always positive charge on his 
oating gate transistors, which also had some orno poly extensions. This clearly shows the fabrication process dependence of the trappedcharge polarity.Figures A.9 and A.10 show that the polarity of the trapped charge can be both negativeand positive when a metal wire is connected to a 
oating gate. Also, the magnitude of Vtcis smaller compared to the poly-only case in Figure A.8. In Figure A.9, the sealed packagesdisplay a trend of larger Vtc as the metal layer number increases. But, I believe that this isdue to the capacitive coupling of the 
oating wire through the die surface to other signalsin our chip, as shown in Figure A.3 for the coupling between the Vdd-ring and the 
oatingwire. This trend is not visible for the taped packages in Figure A.9, and recall that theVdd-ring e�ect does not exist for the taped packages. The substrate capacitance of the250� 
oating metal wire is 34fF, 23fF, and 24fF for metal-1, metal-2, and metal-3 layers,respectively. Considering these capacitance values, Figure A.9 does not show any signi�cantdi�erence in the amount of charge deposited on di�erent metal layers.In Figure A.10, the Vtc values for the 500� and 250� 
oating wires are not present for the
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oating metal-2 wirestaped packages, because the FG transistors these wires are connected to did not conductuntil Vpg in Figure A.1 was around 12V, and the current steadily decreased even though allother voltages were kept �xed. On the other hand, the same FG transistors in the sealedpackages started conducting with Vpg around 1V, and were stable. I have not explainedthis behavior, yet. The Vtc distribution in Figure A.10 shows that there is no noticeablechange in the amount of charge deposited per unit length of a metal-2 wire as its totallength changes.I exposed some taped packages to ultraviolet light using an EPROM eraser. The trappedcharge leaked away, but I noticed that the discharge rate becomes very slow when Vtc islow. For instance, reducing Vtc from -0.22V to -0.18V for transistor 4 in Table A.1 took 1hour of ultraviolet exposure in an EPROM eraser. Therefore, it may not be feasible to zerothe trapped charge during fabrication using ultraviolet light.



96A.5 ConclusionThis appendix has presented experimental evidence that the die surface can act as anRC interconnect capacitively coupling a 
oating wire to all other signals in a chip. Theresistance range for the die surface necessary for this e�ect is large enough so that the diesurface is a perfect insulator for the fault-free operation of the chip. A circuit model forthe RC interconnect e�ect of the die surface is presented. HSPICE simulations with thiscircuit model produced the same 
oating-wire behavior I have observed in the experiments.My experiments and HSPICE simulations show that the passivation layer or the nitrogengas inside the die cavity is too resistive to cause the die surface act as an RC interconnect.There are two other potential candidates to explain the reduced die surface conductivity.One is a hygroscopic contaminant on the die surface that may form during the time periodfrom the wafers are fabricated to they are cut and packaged. The other is adsorption ofwater molecules or some other molecules from air by the passivation layer surface. Furtherstudy is necessary to identify the actual mechanism.This appendix has also presented trapped charge voltage measurements on 
oating-gate transistors with poly or metal extensions. Floating gates with poly extensions alwaysshowed negative trapped charge values, up to -4V. Floating gates with metal extensionsshowed both positive and negative trapped charge values within the -1V to 1V range.
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