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AbstractWe examine the performance of bidirectional TCP/IP connections over a network which uses rate-based ow and congestion control mechanisms. An example of such a network is an AsynchronousTransfer Mode (ATM) network using the Available Bit Rate (ABR) service. The sharing of acommon bu�er by TCP packets and acknowledgements has been known to result in an e�ect calledack compression, where acks of a connection arrive at the source bunched together, resulting inunfairness and degraded throughput. It has been the expectation that maintaining a smooth ow ofdata using rate-based ow control would mitigate, if not eliminate, the various forms of burstinessexperienced with the TCP window ow control. However, we show that the problem of TCP ackcompression re-appears even while operating over a rate-controlled channel, although the queues areprimarily at the end systems now. By analyzing the periodic bursty behavior of the source IP queue,we are able to predict the peak values for the queue and arrive at a simple robust predictor for thedegraded throughput, applicable for relatively general situations. The degradation in throughputdue to bidirectional tra�c can be signi�cant. For example, even in the simple case of symmetricalconnections with adequate window sizes, the throughput of each connection is only 66.67% of thatunder one-way tra�c.We validate our analysis using simulation on an ATM network using the Explicit Rate option ofthe ABR service. We show that the analysis predicts the behavior of the queue and the throughputdegradation not only in simple con�gurations, but also in more general situations, such as multiplesynchronized connections between a pair of end-systems, multiple end-systems having di�erentround-trip delays, and in con�gurations with signi�cant amounts of cross-tra�c. We observe theneed to separate the ow of acknowledgments and data for the bidirectional TCP connection and forinterleaving their processing at the end-systems to overcome the problem of ack compression. Weshow that the rate-controlled channel localizes the e�ect of TCP burstiness and the accompanyingdynamics to the outgoing queue at the source, requiring source-based approaches to reduce ackcompression.Keywords: rate control, TCP over ATM, congestion control, two-way tra�c



1. Introduction 21 IntroductionThe Transmission Control Protocol (TCP) has become the most widely used transport-layerprotocol today, due largely to the explosive growth of the TCP/IP Internet in recent years. Animportant component of TCP is the collection of algorithms used to perform congestion control andrecovery [1, 2]. These algorithms give rise to a variety of interesting dynamics, some of which havebeen studied extensively [3, 4, 5, 6]. In this paper, our interest is in analyzing the dynamics of TCPconnections in an Asynchronous Transfer Mode (ATM) network in the presence of two-way tra�c.We de�ne two-way or bidirectional tra�c as the tra�c pattern resulting from two or more TCPconnections transferring data in opposite directions between the same pair of end nodes over anetwork path. The TCP segments transmitted by the connections in one direction share the samephysical path with the acknowledgements (acks) of connections in the opposite direction. Thesepackets and acknowledgements may share a common bu�er in the end systems as well as networkswitches/routers. This sharing has been shown to result in an e�ect called ack compression, whereacks of a connection arrive at the source bunched together [6, 7]. The result of ack-compression isa marked unfairness in the throughput received with competing connections, and reduced overallthroughput compared to what could be expected without this e�ect [7]. Ack compression may occureither at the end system or in a switch/router. In either case, the smooth ow of acknowledgementsto the source is disturbed, potentially resulting in reduction of throughput for the TCP connectionsinvolved.The e�ect of ack compression and the resulting dynamics of transport protocols under two-waytra�c have been studied previously by Zhang, et al. [6], and by Wilder, et al. [7]. Zhang, et al. [6]studied TCP dynamics under two-way tra�c in a datagram network by simulation, and observedthat the queues in the routers exhibit periodic behavior. Wilder, et al. [7] observed a similar e�ect inOSI-based networks under two-way tra�c causing unfairness and an overall reduction in throughput.While these studies provide a qualitative treatment of the problem, our objective in this paper isto analyze the dynamic behavior and quantify the throughput degradation of TCP connections in atwo-way environment.Some of the reduced throughput in datagram networks under two-way tra�c could be attributedto the bunching of acks at the bottleneck link, behind data packets. Since the acks typically take lesstime to process in the routers compared to data packets, the former tend to become bunched as theytravel through the network. Our interest in this paper is on TCP operating over a rate-controlledchannel, such as that o�ered by the Available Bit Rate (ABR) service in an Asynchronous TransferMode (ATM) network [8]. It is expected that the burstiness of the tra�c seen at the network nodes(switches or routers) would be less in a rate-controlled network as compared to one without ratecontrol. Therefore, the e�ects of two-way TCP tra�c introduced by the network nodes are likelyto be signi�cantly less pronounced in a rate-controlled environment. However, we show that theundesirable interaction between connections can still occur at the end systems, leading to a behaviorsimilar to ack compression in a switch or router. Although our analysis is focussed on TCP overABR, the results apply equally well to TCP operating over other networks providing a steady rate,predictable delay, and in-order delivery. Several earlier studies have been reported on the behaviorof TCP in ATM networks [9, 10, 11], but none of them consider the e�ects of two-way tra�c onTCP behavior.The Available-Bit-Rate (ABR) service class [8] was de�ned to support delay-tolerant best-e�ort applications and employ rate-based feedback mechanisms to allow the sources to adjust their



2. Dynamics of TCP in a Two-Way Tra�c Environment 3transmission rates to make full utilization of the available network capacity [8]. The rate-controlframework developed by the ATM Forum allows a number of options for the switches to signal theircongestion state to the source. The most promising of these, the explicit-rate marking option, isthe focus of our work. With this option, the network switches compute the maximum allowabletransmission rate of each connection passing through it and communicate this information to thesources in a designated �eld of resource-management (RM) cells transmitted periodically by thesources. The computation of the maximum rate of each connection is performed by a rate allocationalgorithm within each switch. It has been shown that, by the use of a rate-allocation algorithmthat maintains state, unfairness problems that occur in a datagram network due to the di�erencesin round-trip delay of TCP connections can be avoided in an ATM network [12].The primary objective of this paper is to analyze the dynamics of two-way TCP tra�c over arate-controlled network, develop analytical models that describe the system behavior, quantify theperformance degradation, and validate the models by simulation. We show that the e�ect of TCPack compression and the resulting throughput loss still persists in a rate-controlled network if thesegments and acknowledgements share a common queue at the end systems. This common queuemay either be at the IP layer, or at the ATM layer where the data segments of a TCP connectionmay share a virtual channel with the acks of a reverse connection. We consider both the symmetriccase where the transmission rates of connections in both directions are identical, as well as theasymmetric case where the rates are di�erent. In a simple con�guration with one TCP connectionin each direction, the connections exhibit periodic behavior and the throughput of at least one ofthe connections is degraded. In addition, the throughput degradation is insensitive to the relativephase of the interacting connections, but depends only on their window sizes, transmission rates,and network delays. For example, when the window size of each connection is set equal to the round-trip distance-bandwidth product, each connection is able to sustain only 66.67% of the throughputobtained under one-way tra�c.The remainder of the paper is organized as follows: In Section 2, we describe the models ofthe network and the end nodes assumed in our analysis, describe how ack compression occurs, andargue that TCP dynamics similar to those observed in datagram networks will cause performancedegradation even while operating over the ABR service. In Section 3 we analyze the e�ects oftwo-way tra�c in networks with symmetric link rates and derive expressions for throughput andmaximum queue size. Section 4 extends the results to asymmetric links. We validate our analyticalresults with simulations in Section 5. Finally, we provide a summary of our results and directionsfor future work in Section 6.2 Dynamics of TCP in a Two-Way Tra�c EnvironmentIn this section we introduce the end-system and network models assumed in our analysis andsimulations, and illustrate how ack compression occurs in a two-way TCP environment. A detailedquantitative analysis of the e�ect of this behavior on TCP throughput will be dealt with in Section 3.2.1 End-System and Network ModelsThe basic network con�guration we consider has two nodes i and j communicating over a rate-controlled network providing in-order delivery, such as the Available Bit-Rate (ABR) service o�eredby an ATM network (Figure 2.1). The simplest con�guration consists of a pair of two one-way TCP
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Rate-Controlled Networki jFigure 2.1: Model for 2-way tra�c in a general network.

i j
DijDjiFigure 2.2: Simpli�ed model for 2-way tra�c.connections, one transferring data from i to j and the other from j to i. Since our interest is inanalyzing the end-system e�ects, we assume that the transmission rates of the nodes remain steadythroughout the interval under observation and that the network provides a �xed-bandwidth pipe forthe TCP connections between the nodes in each direction, with in-order delivery. Furthermore, inthe analysis of Section 3, we assume that the network provides a constant-delay path between theend nodes. Such an assumption is realistic in the ATM ABR environment when the switches employexplicit rate allocation, since the queue sizes in the switches can be maintained small [12]. Thequeueing delays in network switches are taken into account in the simulation results of Section 5.The data segments transmitted by the TCP connection in one direction share a common outgoingATM virtual channel with the acks transmitted by the connection in the other direction. Thus,for the purpose of our analysis, the con�guration in Figure 2.1 can be replaced by the simplercon�guration of Figure 2.2, where the nodes are interconnected by dedicated point-to-point links,each representing a virtual channel in the actual network. Note that pairs of TCP connectionsbetween nodes that are part of a larger network can be abstracted by this model if the networkmaintains a constant transmission rate and delay for the connections over the interval of observation.We refer to the TCP connection transferring data from node i to j as connection i and theopposite connection as connection j. We denote by Dij the constant delay seen by TCP segmentstransmitted from i to j, and by Dji the delay seen by segments from j to i. We also assume forsimplicity that the TCP segments transmitted are of constant size. We �rst consider the symmetriccase where the transmission rate in each direction is assumed identical, denoted by � in units ofTCP segments/second. Later, we will extend the treatment to the case of asymmetric transmissionrates.The model of the end nodes is shown in Figure 2.3. The TCP and IP protocols operate over arate-controlled ATM layer. We assume that appropriate segmentation and reassembly, adaptation,and transmission-rate control procedures have been implemented below the IP layer.Two applications reside within each node, a sending application that acts as the source of datafor the TCP connection originating at that node and a receiving application that acts as the sinkfor data arriving from the opposite node. The transmitting applications are assumed to be greedyand the receiving ones are assumed to absorb all received data immediately. Note that our analysisapplies equally well when a single application in each node that both sends and receives data overa bidirectional TCP connection is assumed instead of the two applications communicating overseparate TCP connections, as long as the applications are greedy.A common process handles all TCP processing within the node. The TCP process receivesdata segments from the network and delivers them to the receiving application. In addition, an
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rsFigure 2.3: Model of an end-node in the analysis.acknowledgement is generated and added to the outgoing queue for each segment received. Thesame TCP process also handles transmission of data to the opposite node by queueing one or moredata segments from the transmitting application into the outgoing queue each time an ack is receivedfrom the opposite node. Finally, the TCP process is responsible for controlling the window growthof the sending TCP during the slow-start and congestion avoidance phases by incrementing it eachtime an ack is received, until the window reaches its maximum size.Our analysis and simulations in this paper assume a loss-free network. If we assume that theTCP connections spend most of their time in the congestion avoidance phase, packet losses do notfundamentally alter the connection dynamics and the resulting ack compression. This would becase with TCP Reno when the packet losses are not severe enough to trigger the slow-start phasefrequently. Thus, the analysis we perform here is generally applicable to environments that arethroughput sensitive, where there is enough bu�ering to maintain a steady ow of data over asu�ciently long period so that the degradation due to ack compression is of concern.Thus, we ignore some of the congestion control function at the TCP layer, such as recovery ona packet loss.For simplicity, in our analysis we will assume that the TCP processing time in the end system issmall and therefore, can be ignored. A detailed discussion of the e�ect of non-zero TCP processingtime is omitted due to space constraints but can be found in [13]. The analysis and the simulationresults presented in [13] validate the assumption that a non-zero TCP processing time does not alterthe fundamental dynamics of two-way tra�c analyzed and presented in this paper.Segments of the forward connection and acks to the backward connection share a common FIFOqueue at the IP layer that is serviced at the transmission rate of the outgoing link. This commonqueue is key to the occurrence of ack compression where acks to the backward connection getbunched while waiting in the queue behind data segments of the forward connection, causing theTCP dynamics we study in this paper. However, the assumption of the IP service rate being equal totransmission rate on the link is not critical if the acks of the backward connection and data segmentsof the forward connection share a common ATM virtual channel. A higher service rate out of theIP queue reduces queueing at the IP layer, but the same bunching e�ect will now occur at the ATMor adaptation layer where the data will be queued.
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Figure 2.4: Tra�c pattern in a two-way tra�c con�guration.2.2 The Onset of Ack CompressionWe briey discuss now how the window-growth process during the TCP slow-start phase leadsto ack compression in a two-way con�guration. The result is that, on completion of the slow-startphase, each connection will always transmit an entire window of segments as a burst, followed byacknowledgements of the opposite connection.First, we note that the sum of the window sizes of the two connections must exceed thebandwidth-delay product of the round-trip pipe for ack compression to occur. This constraintimplies that the two end-systems should allow their windows to grow up to and possibly beyond thebandwidth-delay product of the path. This is indeed the likely case in a rate-controlled network,since the queueing delays within the network are likely to be small. If this condition is not satis�ed,it is easy to see that no persistent queueing will occur at the IP queues at both nodes in steadystate. Thus, the data segments of each connection are isolated from the acks of the other connection.Hence, if Wi and Wj are the window sizes of the two connections in segments, we must haveWi +Wj > �(Dij +Dji); (2.1)for ack compression to occur. We will therefore assume that this condition always holds.Before proceeding further, it is important to mention how ack compression originates at theend systems in the two-way environment and how it causes throughput degradation. The genesisof ack compression can be traced to the slow-start phase of a TCP connection that increases thewindow progressively at startup [1]. The slow-start algorithm sets the initial window size to oneand increases it by one with every acknowledgement received. This e�ectively doubles the windowevery round-trip time. Thus, during slow start, the receipt of every ack causes the end system toadd two segments to its outgoing queue. Since the outgoing queue is usually maintained in FIFOorder, these two segments must be transmitted before an ack to the opposite connection can be sent.In addition, when the acks to the two transmitted segments arrive after a round-trip delay, with nodata segments in between, the four data segments transmitted in response also appear back-to-back.Meanwhile, the acks of the reverse connection are queued behind the data segments, causing themto be bunched. Thus, in steady state, the entire window of each connection will be transmittedback-to-back, followed by acks of the opposite connection, as illustrated in Figure 2.4. We will latershow that this behavior can persist in steady state when the windows reach their �nal values. Adetailed description of how ack compression builds up can be found in [13].In the preceding discussion we have merely linked the genesis of ack compression to the theslow-start window growth phase. We should make clear however that any window increase (i.e.



3. Analysis of Two-Way TCP Dynamics in Networks with Symmetric Links 7those occuring in the congestion avoidance phase) would have similar e�ects. The only di�erencebetween the two window growth phases with respect to the ack compression e�ects is that the sizeof the batch of acks will increase more rapidly in the slow-start phase as compared to the congestionavoidance phase.It is important to realize how ack compression reduces the throughput of a TCP connection.Assume that a set of k acks returning from node i to j are bunched. Node j will generate ksegments in response to these acks, which arrive back-to-back at node i. If the outgoing IP queueof node i has less than k segments at the time the segments start to arrive, node i will completetransmission of its entire IP queue before it can receive the next ack from j, causing it to be idle fora period of time, except for transmitting an ack for each segment received. This is the fundamentalcause of throughput loss with two-way TCP tra�c. Furthermore, if this behavior is periodic, theresult is a sustained loss of throughput for one or both of the connections. In the next section wewill show that such sustained loss of throughput is inevitable in a two-way con�guration satisfyingcondition (2.1), regardless of the phase di�erence between the two connections at startup.For the purpose of our analysis, the action of the TCP process can be summarized as follows:The process is invoked each time an ack arrives at the node, say node i. Processing of the ackresults in a new data segment to be added to the IP queue for transmission to node j. In addition,if connection i is in its slow-start phase, its window is increased by one and an additional segmentis queued in the IP queue; this latter segment is queued immediately behind the former in the IPqueue, resulting in the two segments to be transmitted without an intervening ack for connection j.Furthermore, the data segments added to the IP queue in response to a bunch of acks arriving fromthe opposite node are transmitted as a bunch with no intervening acks. As will be shown later, thisbehavior causes the entire window of each connection to be transmitted always as a single bunch,giving rise to the e�ects we study in this paper.The functionality assumed for the IP layer is simple. For incoming tra�c the IP layer isresponsible for forwarding data from the lower layer to the local TCP process. Since TCP processingtime is assumed to be small, no queueing is required for incoming tra�c at the IP layer. For theoutgoing tra�c, on the other hand, a queue may be built up at the IP layer, awaiting transmissionon the link, as a result of ack bunching. Thus, in the worst case, an entire window worth of segmentsmay be added to the outgoing queue in quick succession due to a bunch of acks received from theopposite end. Therefore, to avoid packet losses at the source node, we assume that the IP queue hasa size equal to the maximum window size of the sending TCP. The interaction between TCP andIP described above is consistent with the 4.4 BSD-Lite Unix Release [14].3 Analysis of Two-Way TCP Dynamics in Networks with SymmetricLinksIn the previous section, we described how the TCP window growth during the slow-start processgives rise to the e�ect of ack compression under two-way tra�c. In this section, we derive analyticalexpressions for the steady-state throughput of TCP connections in a simple network con�gurationwith a pair of TCP ows in opposite directions after the windows have reached their maximum size.Later, in Section 5, we will validate the analytical results with extensive simulations.Before proceeding further, we introduce the following de�nitions and notations. We observed inSection 2 that ack compression causes the segments of a TCP connection to be separated from the



3. Analysis of Two-Way TCP Dynamics in Networks with Symmetric Links 8acks of the opposite connection. That is, each of the nodes transmits an entire window of segmentsas a single burst, followed by acks of the opposite connection. We will refer to an interval of timeduring which a node transmits its data segments as a busy period of the connection originating atthe node. The busy periods for a given connection can easily be identi�ed since these are separatedby the acknowledgements of the opposite connection, as shown in Figure 2.4. We assume that thedata segments transmitted are of the same size and that the transmission rates in each direction areidentical, denoted by � in units of segments per second. The transmission time of an acknowledgmentis considerably smaller than the transmission time of a data segment. Therefore, to make the analysissimple, we assume the former to be zero.The window sizes of the two connections are assumed steady, denoted by Wi and Wj segments,respectively, for the connections originating at nodes i and j. We will denote the number of segmentsthat are needed to �ll the one-way link from i to j as Lij , and that for the opposite link as Lji.That is, Lij = � �Dij; and Lji = � �Dji:Let Qi(t) denote the occupancy of the outgoing IP queue of node i at time t, considering onlydata segments and ignoring the space occupied by acks. Similarly, let Qj(t) denote the IP queueoccupancy for node j. Furthermore, let �i;k denote the time at which the �rst segment transmittedby node i during the kth busy period of connection i reaches node j. Likewise we denote with �j;kthe time at which the �rst segment transmitted by node j during the kth busy period of connection jreaches node i. Note that the number of acks that will be bunched together behind the busy periodin progress at time �i;k of connection j is then given by Qj(�i;k), the number of segments in nodej's outgoing queue when the �rst segment of the kth busy period reaches it.Throughout this section we will assume condition (2.1), that the sum of the window sizes exceedsthe bandwidth-delay product of the round-trip pipe. We build up our analysis of the e�ect of ackcompression from a a simple case to a more complex one, to help build the understanding of thereader in steps. The simple case occurs when the window sizes and delays are such thatWi > Wj + (Lij + Lji): (3.1)In this case, since the worst-case queueing delay of an ack of connection i in node j is Wj , nodei never exhausts its window. Thus, each busy period of connection i will consist of Wi segments,accompanied by a sequence ofWj acks bunched together, and followed immediately by the next busyperiod. Since we assume that the acks are transmitted in zero time, connection i achieves perfectthroughput in this case. However, the throughput of connection j is a�ected, since it experiencesan e�ective round-trip delay that is equal to the transmission time of Wi segments. We will nextprove these results formally.Lemma 1: If Wi > Wj + (Lij + Lji), then�i;k+1 = �i;k +Wi=�;and �j;k+1 = �j;k +Wi=�:That is, the busy periods of the connections will be spaced apart by the window size Wi, exhibitingperiodic behavior. Note that the above result is true in steady state, independent of the relativephase of the two interacting TCP connections at startup.



3. Analysis of Two-Way TCP Dynamics in Networks with Symmetric Links 9We call the ratio of the throughput of a connection to the corresponding link capacity as theconnection e�ciency, or simply e�ciency. Since each of the connections transmits a window ofsegments during the transmission time of Wi segments, the e�ciencies of the connections are givenby Fi = 1; and Fj = Wj=Wi: (3.2)Proof of Lemma 1:When the �rst segment of the kth busy period of connection i reaches node j, the occupancy ofthe IP queue of node j is Qj(�i;k). Therefore, the ack to the �rst segment of the busy period willleave node j at time �i;k + Qj(�i;k)=� and reach node i at time t1, wheret1 = �i;k + Qj(�i;k)=�+Dji: (3.3)We can calculate the occupancy of the outgoing IP queue in node i at time t1 as follows: Node istarted transmitting its kth busy period at time �i;k �Dij . Therefore, by the time the �rst ack tothe busy period returns to node i, it would have transmitted� (t1 � (�i;k �Dij)) = Qj(�i;k) + (Lij + Lji) (3.4)segments. Since each busy period of node i consists of Wi segments, the outgoing queue of node imust have Qi(t1) = Wi � (Qj(�i;k) + Lij + Lji) (3.5)segments when the �rst ack of the kth busy period returns at time t1. Note that since Qj(�i;k) � Wjand Wi > Wj+(Lij+Lji), at time t1 when the �rst ack to the kth busy period returns to node i thequeue size will be Qi(t1) > 0. Thus, all the acks for connection j will return to node j as a bunchand connection i will always have data available in the outgoing queue for transmission. The nextbusy period will start at node i at time t1+Qi(t1)=� and reach node j at time t1 +Qi(t1)=�+Dij .Thus, �i;k+1 = t1 +Qi(t1)=� +Dij:Substituting for t1 and Qi(t1) from equations (3.3) and (3.5), respectively, this becomes�i;k+1 = �i;k +Wi=�: (3.6)Similarly, we can show that �j;k+1 = �j;k +Wi=�: (3.7)This concludes the proof of Lemma 1.Lemma 1 applies to the case of Wi > Wj + (Lij + Lji). The case of Wi < Wj � (Lij + Lji) iscomplementary, and can be handled by the same analysis. We now consider the more complex case,where the window of each connection is not large enough to overow a pipe consisting the round-tripdelay plus a full window of the other connection. That is,Wj � (Lij + Lji) � Wi � Wj + (Lij + Lji): (3.8)This case covers all the instances not covered by Lemma 1, assuming Eq. (2.1) holds. In this case, wewill again show that the busy periods of the connections exhibit periodic behavior, but the behaviorcan be more complex.
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TCP Qj(�i;k)Qi(�i;k) LijLjiWj �Qj(�i;k)Lji � (Wj �Qj(�i;k))Figure 3.1: Illustration of network behavior for the proof of Lemma 2. the �rst segment ofthe kth busy period of connection i arrives at node j at time �i;k while the �rst segmentof the mth busy period of connection j is still in transit.Lemma 2: Let �i;k denote the time at which the �rst segment of the kth busy period of connection ireaches node j, and Qj(�i;k) the queue length in node j at that time. Then,Qj(�i;k+1) = min((Wi +Wj)� (Lij + Lji)�Qj(�i;k);Wj) : (3.9)From this lemma, it is easy to observe that Qj(�i;k+2) = Qj(�i;k). That is, the queue behavioris periodic and the maximum queue size does not exceed min((Wi +Wj)� (Lij + Lji);Wj).Proof of Lemma 2:We need to determine Qj(�i;k+1), the queue size in node j when the (k + 1)th busy period ofconnection i reaches it. Note that this queue was created by the bunched acks received by node jjust before the (k+ 1)th busy period of connection i, and will be equal in number to the number ofbunched acks in that ack stream. Assume that this ack stream acknowledges segments transmittedduring the mth busy period of connection j.Let �j;m denote the time at which the �rst segment in the mth busy period of connection jreaches node i. We can determine �j;m from �i;k as follows: At time �i;k, node j had transmittedWj �Qj(�i;k) segments of its mth busy period, as illustrated in Figure 3.1. Therefore, it would havestarted transmission of the mth busy period at time �i;k � (Wj � Qj(�i;k))=� and the �rst segmentof this busy period would have reached node i after a delay of Dji. Therefore,�j;m = �i;k � (Wj �Qj(�i;k))=� +Dji: (3.10)Let t1 denote the time when node i completes transmission of its kth busy period. Then,t1 = �i;k �Dij +Wi=�: (3.11)During the interval (�j;m; t1), node i is receiving segments from the mth busy period of connec-tion j, but its outgoing queue remains non-empty, causing the acks generated by node i towardsnode j to be bunched. The number of bunched acks during the interval (�j;m; t1) is given bymin(�(t1 � �j;m);Wj). Using Eq. (3.10) and (3.11),�(t1 � �j;m) = (Wi +Wj) � (Dij +Dji)� � Qj(�i;k): (3.12)



3. Analysis of Two-Way TCP Dynamics in Networks with Symmetric Links 11Therefore, the queue size seen by the �rst segment of the (k + 1)th busy period of connection i isQj(�i;k+1) = min ((Wi +Wj) � (Dij +Dji)� � Qj(�i;k);Wj)= min ((Wi +Wj) � (Lij + Lji)� Qj(�i;k);Wj) : (3.13)This concludes the proof of Lemma 2.Although Lemma 2 establishes the periodic nature of the queue behavior in the nodes, it does notprovide us an expression for the period. We can now use this result to calculate the interval betweenbusy periods transmitted by a node, and thus the e�ciencies of the connections. The followinglemma allows us to quantify the e�ect of ack compression on throughput.Lemma 3: If the window sizes and delays are such that Wj � (Lij +Lji) � Wi �Wj +(Lij +Lji),then �i;k+2 � �i;k = (Wi +Wj)=�+ (Dij +Dji): (3.14)That is, each connection gets to transmit two consecutive busy periods within an interval of (Wi +Wj)=� + (Dij +Dji). Thus, the e�ciencies of the connections are given byFi = 2Wi(Wi +Wj) + (Lij + Lji) ; and Fj = 2Wj(Wi +Wj) + (Lij + Lji) :Proof of Lemma 3:Let t1 denote the time at which the �rst ack to the kth busy period of connection i returns tonode i. Then, t1 = �i;k + Qj(�i;k)=�+Dji: (3.15)When this ack reaches node i, the outgoing queue of i may or may not be empty. We consider thesetwo cases separately below:Case 1: Qi(t1) > 0. This case occurs when node i has not completed transmission of segments inits kth busy period at time t1. That is,Wi=� > t1 � (�i;k �Dij):Substituting for t1 from Eq. (3.15), this condition becomesWi > (Lij + Lji) + Qj(�i;k): (3.16)In this case, node i will follow transmission of the kth busy period with compressed acks for an entirewindow Wj of connection j, followed by the (k + 1)th busy period of connection i. Since we ignorethe transmission time of acks, node i will begin transmission of the (k + 1)th busy period at time�i;k +Wi=� � Dij, the �rst segment of this busy period will reach node j at �i;k+1 = �i;k +Wi=�,and the last bit of the last packet transmitted in the (k + 1)th busy period will depart from node iat time t01 = �i;k + 2(Wi=�)�Dij.Since the (k + 1)th busy period follows compressed acks for Wj segments of connection j, the�rst bit of this busy period will see a queue size of Qj(�i;k+1) = Wj segments in node j. Notethat the same result can be obtained by combining Eq. (3.13) and Eq. (3.16). Therefore, the �rstack to the (k + 1)th busy period will leave at time �i;k+1 +Wj=� and will arrive at node i at timet2 = �i;k+1 +Wj=� + Dji. Since Wi � Wj + (Lij + Lji), we can easily conclude that t2 � t01 andtherefore, node i would have completed transmission of the (k + 1)th busy period of connection i
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Figure 3.2: Example behavior of node j in a two-way TCP con�guration.by then. Thus, the (k + 2)th busy period will begin at time t2 and arrive at node j after a delay ofDij . Therefore, �i;k+2 = t2 +Dij= �i;k+1 +Wj=� +Dji +Dij= �i;k + (Wi +Wj)=� + (Dij +Dji):Case 2: Qi(t1) = 0. This case can occur only if Wi � Wj + (Lij + Lji). In this case the (k + 1)thbusy period of connection i will start at node i at time t1, and its �rst segment will reach node j attime t1 +Dij . Hence, �i;k+1 = t1 +Dij = �i;k + Qj(�i;k)=� + (Dij +Dji): (3.17)The �rst ack to this busy period will leave node j at time �i;k+1+Qj(�i;k+1)=� and will reach node iat time t3 = �i;k+1 + Qj(�i;k+1)=�+Dji: (3.18)Substituting for �i;k+1 from Eq. (3.17) and for Qj(�i;k+1) from Eq. (3.13), this becomest3 = �i;k + (Wi +Wj)=�+Dji: (3.19)Node i would have transmitted its entire (k + 1)th busy period at time t3, so the (k + 2)th busyperiod begins at t3. The �rst segment of this busy period reaches node j at time t3+Dij. Therefore,�i;k+2 = t3 +Dij= �i;k + (Wi +Wj)=� + (Dij +Dji): (3.20)This concludes the proof of Lemma 3.The example in Figure 3.2 illustrates the periodic behavior of the TCP connections for the caseWj � (Lij +Lji) � Wi �Wj +(Lij +Lji). In this case, the window sizes are taken as Wi = Wj = 4segments, and the time to transmit each segment on the link as one unit. The network delay in eachdirection is assumed as 2 units, that is Lij = Lji = 2. Thus, a window size of 4 segments allows eachconnection to achieve its maximum throughput in a one-way con�guration. We will show that thethroughput is substantially reduced in a two-way con�guration because of the interaction betweenthe connections.



3. Analysis of Two-Way TCP Dynamics in Networks with Symmetric Links 13Figure 3.2 illustrates the operation of node j during an interval of time. The segments trans-mitted by connection i are marked as Seg1; Seg2; Seg3; : : : in the �gure, and those transmitted byconnection j as Seg10; Seg20; Seg30; : : :. At time 0, node j is transmitting the last of the four seg-ments constituting the (k � 1)th busy period of connection j. This segment is labeled as Seg40 inthe �gure. At the same time, node j is receiving the �rst segment of the mth busy period of theopposite connection. The last segment of this mth busy period is completely received by time t = 4.Note that each of the acks to segments of this busy period leaves node j immediately without anyack compression.The acks to the (k � 1)th busy period of connection j starts arriving at t = 4. The acks to the�rst three segments arrive bunched at time t = 4, while the ack to the last segment is received inthe next time-slot. When the �rst three acks are received, a queue of three segments is immediatelybuilt up at node j. By time t = 5, the �rst segment of this queue is transmitted, and a new segmentis added in response to ack 40, maintaining the queue size at 3 segments. The queue is completelydrained by time t = 8. Note that the segments transmitted from t = 4 to t = 8 consists of the kthbusy period of connection j.The arrival of the (m + 1)th busy period of connection i at node j occurs at time t = 5 andoverlaps with the transmission of the kth busy period of connection j. Therefore, the acks to the�rst three segments of the former are queued behind the segments of the latter, and transmitted asa bunch at time t = 8 (acks 5, 6, 7 in �gure).The acks to segments of the kth busy period of connection j starts to arrive at time t = 9 withno bunching. As a result, node j is receiving one ack in each of the time-slots 9, 10, 11, 12 andtransmitting a segment in response. These transmitted segments constitute the (k+1)th busy periodof connection j. It is easy to observe that the state of the system at t = 12 is identical to that attime t = 0, so the behavior will repeat inde�nitely.Note that during time-slots 1, 2, 3 and 8, node j is transmitting only acks, but no segments,leaving its outgoing link virtually unused. Thus, the e�ciency of connection j is only 8/12 = 66.67percent. Similarly, it can be seen that the e�ciency of the opposite connection is also 66.67 percent.It is important to note that the queue lengths at node j in this example will change if the relativephase of the two connections is changed, but both the periodic behavior and the e�ciency willremain unchanged.The following theorem summarizes the e�ciencies of TCP connections under two-way tra�c forall ranges of window sizes, under the condition that Wi +Wj > Lij + Lji.Theorem 1: The e�ciency Fi of connection i in a two-way tra�c con�guration with symmetriclink rates is given byFi = 8><>: 1; if Wi > Wj + (Lij + Lji);2Wi(Wi+Wj )+(Lij+Lji) ; if Wj � (Lij + Lji) � Wi � Wj + (Lij + Lji);WiWj ; otherwise. (3.21)The proof of this theorem follows directly from Lemmas 1, 2, and 3. Note that the third part iscomplementary to the �rst, and is covered by Lemma 1. The theorem asserts that, under two-waytra�c, the throughput of one or both connections will always be degraded, as long as the sum ofthe window sizes is larger than the round-trip delay-bandwidth product. The connection with thelarger window always receives a higher proportion of the attainable throughput. Furthermore, inthe extreme case where there propagation delays are small compared to the window sizes (as may be
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Figure 3.4: E�ect of link delay on con-nection throughput for W = 8 seg-ments.the case in a local-area network), di�erences in the window-sizes of the two connections will resultin throughput unfairness. Another important conclusion that can be drawn from Eq. (3.21) is that,under two-way tra�c, the throughput of one connection cannot be increased without degradingthat of the other. The throughput of both connections, however, can be increased by increasingtheir window sizes. To make this point clear, consider a simple case where the windows of bothconnections are of equal size and the propagation delays in both directions are also equal, that is,Wi = Wj = W and Lij = Lji = L. In this case the e�ciency F for each of the connections will beF = WW + L ;as compared to min(W=2L; 1) with one-way tra�c. If the window size is just large enough to �ll theround-trip network pipe, that is if W = 2L, the e�ciency for each connection will be only 66.67%.Increasing the window size of both connections beyond this point improves their throughput, buthas the undesirable consequence of large queues at the end systems.Figures 3.3 and 3.4 further illustrate the e�ect of window sizes and network delays on TCPthroughput under two-way tra�c. Here we assume equal windows and identical delay-bandwidthproducts in each direction. Figure 3.3 shows the variation of connection e�ciency with the windowsize, keeping the one-way delay at L = 8 segments. The throughput increases linearly until W = L,that is until 50% e�ciency. While the e�ciency continues to increase linearly beyond this point in aone-way con�guration, under two-way tra�c the throughput increases much slower, reaching 66.67%of the maximum at a window size of 2L. Figure 3.4 shows the same e�ect, this time plotting theconnection e�ciency versus the link delay-bandwidth product, keeping the window size constant.The throughput degradation occurs in the region of L = 0 to 8, and again illustrates the basic resultthat window increases beyond W = L provide only much smaller throughput improvements than inthe one-way case.We conclude this section with an expression for the maximum size of the outgoing IP queue ineach node under two-way tra�c. It is easy to see that the maximum queue size in node j is seenwhen the �rst segment of a busy period of connection i reaches node j. In addition, the queue sizecan never exceed the window size of the connection originating at the node. Thus, we can state thefollowing lemma.



4. Analysis for Networks with Asymmetric Links 15Lemma 4: In steady state, the maximum occupancy Qi;max of the IP queue of node i under two-waytra�c is given byQi;max � 8<:Wi � (Lij + Lji); if Wi > Wj + (Lij + Lji);(Wi +Wj)� (Lij + Lji); if Wj � (Lij + Lji) �Wi � Wj + (Lij + Lji);Wi; otherwise. (3.22)Proof: The second case follows directly from Lemma 2, and the third case from the fact that thequeue size can never exceed the window size of the connection originating at the node. Now considerthe �rst case. The maximum queue size in node i is seen when the �rst segment of a busy period ofconnection j reaches it. Let �j;m denote the time at which the �rst segment of the mth busy periodof connection j reaches node i. The queue size at this time can be found by noting that the numberof queued segments in node i, plus the number of segments and acks belonging to connection i inthe rest of the network, must equal its window size Wi.The �rst segment of the mth busy period of connection j would have been transmitted by node jat time t1 = �j;m�Dji. At time t1, the outgoing queue of node j contained no acks of connection i.During the interval (t1; �j;m), a total of (�j;m; t1)� = Dji� = Lji segments from connection i arrivedat node j. In addition, Lij segments of connection i are in transit on the link from i to j at time�j;m. Therefore, the total number of segments and acks of connection i in the entire system at time�j;m is given by Qi(�j;m) + Lij + Lji:Equating this to the window size Wi, we getQi(�j;m) = Wi � (Lij + Lji):This concludes the proof of Lemma 4.4 Analysis for Networks with Asymmetric LinksWe can now extend the results of Section 3 to the more general asymmetric case where thetransmission rates in opposite directions are di�erent. Let �i and �j denote the transmission ratesof connections i and j, respectively. The condition for occurrence of ack compression then becomesWi�i + Wj�j > Dij +Dji: (4.1)That is, the sum of the transmission times of the windows of the two connections must be largerthan the round-trip delay for ack compression to occur. When this necessary condition is satis�ed,we can generalize Theorem 1 for connection throughput in the asymmetric case as follows:Theorem 2: The e�ciency Fi of connection i in a two-way tra�c con�guration with asymmetriclink rates is given byFi = 8><>: 1; if Wi=�i > Wj=�j + (Dij +Dji);2(Wi=�i)(Wi=�i+Wj=�j )+(Dij+Dji) ; if Wj=�j � (Dij +Dji) � Wi=�i � Wj=�j + (Dij +Dji);(Wi=�i)(Wj=�j ) ; otherwise. (4.2)The proof of this theorem is similar to that of Theorem 1 and is therefore omitted. We cansimilarly determine the maximum queue sizes at the end nodes by extending Lemma 4.
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Figure 4.1: E�ect of transmission rate �i of connection i on the e�ciencies of connectionsi and j in an asymmetric con�guration. The transmission rate of connection j is heldconstant at 155 Mbits/sec. (Wi =Wj = 128 Kbytes, Dij = Dji = 5 msecs).Lemma 5: In steady state, the maximum occupancy Qi;max of the IP queue of node i under two-waytra�c with asymmetric link rates is given byQi;max � 8<:Wi � (Dij +Dji)�i; if Wi=�i > Wj=�j + (Dij +Dji);�Wi�i + Wj�j �Dij �Dji� �i; if Wj=�j � (Dij +Dji) � Wi=�i � Wj=�j + (Dij +Dji);Wi; otherwise. (4.3)Eq. (4.2) suggests that, if the transmission rates in the two directions di�er signi�cantly, then thee�ciency of the high-bandwidth connection will be limited by the window transmission time of thelower-bandwidth connection. This could lead to signi�cant performance degradation. To illustratethis problem, consider an example where the window sizes are chosen as Wi = Wj = 128 Kbytes andthe link delays are Dij = Dji = 5 milliseconds. Assume that connection j is allocated a steady rateof 155 Mbits/second. Figure 4.1 shows the variation of the e�ciencies of connections i and j as afunction of the rate allocated to connection i. When the bandwidth available to connection i is low,connection j is able to use only a small percentage of its available link bandwidth. For example,when �i is 20 Mbits/second, the e�ciency of connection j is below 15%. As the bandwidth ofconnection i is increased, connection j's throughput increases linearly until about 60 Mbits/second,while connection i's throughput remains at its ideal value. Case 3 of Eq. (4.2) holds in this regionfor connection j. Beyond this point, the throughput is determined by case 2 of the equation, and thethroughput increase of connection j occurs at a lower rate. For example, increasing connection i'stransmission rate from 60 to 155 Mbits/second increases the e�ective e�ciency of connection jto go from 40% to 60%. But what is disappointing is that increasing the transmission rate ofconnection i doesn't automatically result in a bene�t to it. The e�ciency of connection i goes downto 60%, while the e�ciency of connection j went from 40% to 60%. In addition,the total increaseof 95 Mbits/second in link bandwidth results in a sum total increase in throughput of the twoconnection by only 64 Mbits/second. The remaining 31 Mbits/second is lost due to the increasinge�ects of ack-compression. Thus, the throughput degradation due to two-way tra�c can be evenmore dramatic with asymmetric link rates as compared to the symmetric case.



5. Model Validation 175 Model ValidationIn this section we validate the analytical results derived in the two previous sections by simulationusing several network con�gurations. In order to simplify the analysis we made several simplifyingassumptions in the last sections such as TCP acknowledgments were considered to have zero trans-mission time. In the simulations the acknowledgments have a small but non-zero size. We will nowshow that these assumptions do not signi�cantly a�ect the results. Finally, we show that the resultsare applicable to more general network topologies than the simple two-node con�guration consideredin the last sections, by simulating more complex network con�gurations.5.1 Simulation ModelWe now provide an overview of the simulation models used in this section. More detaileddescriptions of speci�c topologies used in the simulations will be given in the corresponding part ofthe section describing the simulation results.The simulations were performed using the OPNET simulation tool. The links in the networkare full-duplex with a capacity of 155 Mbits/second each, unless otherwise speci�ed. The switchesare nonblocking, output-bu�ered crossbars. There is one queue per output port for ABR tra�cand its scheduling policy is FIFO, with each output queue being shared by all the virtual channels(VCs) sharing the outgoing link. The switches support the explicit rate allocation algorithm ofKalampoukas, et al. [12]. Each of the nodes implements the ABR source policy de�ned by ATMForum [15]. The parameters for the source policy were chosen as follows: The interval betweentransmission of Resource Management (RM) cells was set at Nrm = 32 cells, the Rate IncreaseFactor (RIF) was chosen as 1=64, and the Initial Cell Rate (ICR) was selected as 1/50 of thePeak Cell Rate (PCR). Since we are interested in steady-state performance, and the rate-allocationalgorithm converges to a stable and fair allocation in steady state, other parameters of the sourcepolicy are not critical to these simulations.At the source, we implemented models of ATM Adaptation Layer Type 5 (AAL 5), IP, andTCP. The AAL performs segmentation and re-assembly between IP packets and ATM cells. EachIP packet is extended by eight bytes to accommodate the AAL header. Unless stated otherwise, theservice rate of the outgoing IP queue is set at the transmission rate of the connection at the ATMlayer. The model for TCP used in the simulations is based on the TCP-Reno version. The TCPsegment size was set at 9180 bytes in all the simulations.5.2 Simulation Results for a Simple Network with Symmetric LinksWe consider �rst the simple con�guration shown in Figure 5.1, consisting of two nodes and apair of TCP connections set up between them, one in each direction. The connections originating atthe left and right nodes are designated as 1L and 1R, respectively, in the �gure. The link capacityin each direction is identical and equal to 155 Mbits/second. After taking into account all theoverhead at the lower layers, including the bandwidth lost due to RM cells, the bandwidth availableto each TCP connection is approximately 85% of the link capacity, that is about 131 Mbits/second.In our simulation results, the measured e�ciency for a connection is normalized to this maximumthroughput attainable by a TCP connection.



5. Model Validation 18The one-way propagation delay in this con�guration is 8 msecs. This is approximately equal tothe transmission time of 14 segments. However, the fragmentation of a segment to cells at the endsystem causes an additional delay equivalent to the transmission time of one segment. Therefore,the e�ective one-way delay between end systems, expressed in number of segments, is about 15. Thewindow size for both the connections is set to 256 Kbytes, equivalent to 28 segments.Initially we assume that both the connections open concurrently at time t = 0. Since the behaviorof the connections will be symmetric in this case, we have plotted the simulations only for the left-to-right connection. The transmission rate available to each connection at the ATM layer, designatedas the Allowed Cell Rate (ACR), starts at the initial rate of about 3.5 Mbits/second and increasesgradually to its maximum value, as shown in Figure 5.2. The ACR reaches its steady-state value inabout 110 msecs, and remains at this value for the rest of the simulation time, because of the rateallocation algorithm. Note that the rate increase process is not smooth but consists of a sequenceof steps. This is because of the gaps in the data ow during the TCP slow-start process, and hasbeen analyzed in [16].The progress for the left-to-right TCP connection is shown in Figure 5.4, in terms of the increasein TCP sequence numbers transmitted by the connection. Note that these are the sequence numbersof the packets as they exit the TCP layer, not when they exit the outgoing IP transmission queue.Also shown in Figure 5.4 for comparison is the slope of the optimal sequence number growththat would have occurred if the two-way tra�c e�ects were absent. Thus, the di�erence in slopebetween the optimal and the measured sequence number growth plots is a direct measure of theperformance degradation caused by two-way tra�c. Except for the initial start-up period duringwhich the transmission rate and the congestion window size are still increasing, the progress issteady. However, notice the step-like increase of the TCP sequence numbers. These jumps arecaused when a cluster of bunched acknowledgments arrive at the source and cause a correspondingnumber of segments to be added to the outgoing queue. The queue size at the end-systems exhibitsoscillatory behavior, as observed in the analysis of Section 3. Figure 5.3 shows the queue-sizebehavior observed in the simulation. Because the two connections open simultaneously, the queuesize reached at the beginning of each busy period is identical, about 13 segments. The solid blackareas shown at the peaks of Figure 5.3 signify the busy periods of the connection, and are causedby the high-frequency transitions occurring from the addition of new segments into the outgoingqueue in response to the arrival of acks. The analytical result of Eq. (3.9) asserts that, if the queuesize is 13 segments during a given busy period, the queue size during the next busy period will bebe Wi + Wj � Lij � Lji � 13 = 28 + 28 � 15 � 15 � 13 = 13, which is exactly what we observein the simulation results. Considering that in the analysis we have ignored the transmission timeof acknowledgements and the fact that packet arrivals and departures may not be synchronized,we conclude that there is a very good match between the simulation results and the analysis withrespect to the IP queue size at the end-systems.Since Wi = Wj = 28, and Lij = Lji = 15, the expected e�ciency Fi for the left-to-rightconnection, from analysis, will be Fi = 2828 + 15 � 65:1%:The actual throughput observed in the simulation is in close agreement with this analytical result,as may be observed from the sequence-number plot of Figure 5.4.We have also studied the TCP connection behavior when the two connections open in a staggeredfashion. We have veri�ed that the dynamics are the same as with the case that the connections are
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number growthFigure 5.4: Sequence number growth forthe left-to-right connection.synchronized and that the queue behavior and connection e�ciencies are accurately modeled by thepresented analysis. A detailed discusion and simulation results of this case is omitted due to spacecontraints and can be found in [13].5.3 Simulation Results for Networks with Asymmetric LinksWe now proceed to verify our analytical results for the asymmetric case where the transmissionrates in the two directions di�er. We consider again the simple con�guration of Figure 5.1. However,the transmission rate for the left-to-right connection is now set to 51.6 Mbits/second, while thetransmission rate for the right-to-left direction is set at 155 Mbits/second. The maximum windowsize for the left-to-right connection is set to 14 segments and for the right-to-left connection to28 segments. The link propagation delays remain unchanged.From Eq. (4.2), we can estimate the e�ciency for the faster right-to-left connection j asFi = 2Wj�Wi�i + Wj�j +Dij +Dji� �i � 56%:The e�ciency for the slower left-to-right connection is higher, about 80%. Figures 5.5 through 5.8summarize the simulation results. Figure 5.5 shows that the throughput for the right-to-left con-nection 1R is substantially impacted by the e�ect of two-way tra�c, where the lower bandwidth



5. Model Validation 20
0

1e+06

2e+06

3e+06

4e+06

5e+06

6e+06

7e+06

8e+06

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

T
C

P
 S

eq
ue

nc
e 

N
um

be
rs

Time (secs)

Connection-1L
Connection-1R

optimal sequence
number growth for
connection 1R

optimal sequence
number growth for
connection 1LFigure 5.5: Sequence number growthfor the left-to-right and the right-to-leftconnections. 0

20

40

60

80

100

120

140

160

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

A
C

R
 (

M
bi

ts
/s

ec
)

Time (secs)

Connection-1R
Connection-1LFigure 5.6: Allowed Cell Rate (ACR) atthe ATM layer for the two connections.

0

5

10

15

20

25

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

IP
 Q

ue
ue

 L
en

gt
h 

(p
ac

ke
ts

)

Time (secs)

IP Queue Length at Node 1R
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throughput for connection 1LFigure 5.8: Connection throughput av-eraged from time t = 0 and compari-son with the analytically computed ex-pected throughput.available to the connection in the opposite direction results in substantial queueing of its acknowl-edgements. Note that the throughput of the connections, shown averaged in Figure 5.8 from thestart of simulation at time 0, is close to that predicted by Eq. (4.2). The right-to-left connectionreaches a steady-state throughput of 73.5 Mbps, which is virtually identical to the analytically pre-dicted throughput based on the e�ciency of 56%. This throughput degradation is also visible in theIP queue behavior at the right node, shown in Figure 5.7, where the interval between peaks is muchlonger as compared to the queue-size behavior in Figure 5.3. Note also that there is a increase in theidle time on the channel as observed by the di�erences in the two �gures, where the space betweenthe cycles increases: this leads to a corresponding reduction in the overall e�ciency.5.4 Simulation Results with Multiple Connections Between EndSystemsUp to now, we considered con�gurations where there is only a single TCP connection set upbetween each pair of end nodes. In this section we examine the case when there are multiple TCPconnections set up between the same node pairs in each direction. In this case the behavior of thesystem depends on the relative phase of the TCP connections, and obtaining a general model is



5. Model Validation 21di�cult. However, there are some subcases where the analytical results derived in Sections 3 and 4can be readily applied.For simplicity we consider �rst the case when all the TCP connections in each direction opensimultaneously. In this case, we can aggregate the TCP connections in each direction and replacethem with a single connection whose window size and transmission rate are the sum of the corre-sponding parameters of the constituent connections. We will refer to this equivalent connection asthe fat connection. All the analytical results derived in Sections 3 and 4 can now be applied to thefat connections. The system will go through a series of busy and idle periods. During a busy periodof a fat connection, the connection transmits an amount of data equal to the sum of the windowsizes of the constituent connections. Furthermore, the data segments and acknowledgments for theset of connections owing in the same direction will appear as separate clusters, with no interleavingbetween them.We can relax the assumption of simultaneous opening of connections slightly by noting that,as long as a new connection transmits its �rst segment while the current fat connection is goingthrough its busy period, the separation between data segments and acks is preserved. Therefore, theanalytical model can still be applied to the fat connection if this condition holds. If we denote by Ithe set of connections from left to right, and by J the set of connections in the opposite direction ina two-node con�guration, then the e�ciency of a given connection l 2 I will beFl = 2WlPi2I Wi +Pj2J Wj + Lij + Lji � 2Pi2I Wi2Wl= 2Pi2I WiPi2I Wi +Pj2J Wj + Lij + Lji :To study the behavior of two-way TCP tra�c with multiple TCP connections in each direction,we simulated the con�guration shown in Figure 5.9, designated as the R-1 con�guration. the networkconsists of three nodes on the left connected to three nodes on the right through a path consistingof two switches. A set of four TCP connections are set up in each direction between every nodeon the left and the corresponding node on the right. Thus, there are a total of 12 connections ineach direction. The link capacities are 155 Mbits/second each and the link propagation delays areas shown. Note that the delay for connections originating or terminating at nodes 1L and 2L isabout three orders of magnitude higher than that seen by the connections between nodes 3L and3R. Note that the ack-compression continues to occur even when the RTT for the connections is sodramatically di�erent.The maximum aggregate throughput attainable by each set of TCP connections originating ata node is approximately 131=3 � 43:6 Mbits/second. Since the multiplexing of the outgoing tra�ctakes place at the node's IP queue, we set the processing capacity for the IP process also to be43.6 Mbits/sec. The maximum window size for each connection is set to 64 Kbytes, equivalent to7 packets. Therefore, the aggregate window for the equivalent fat connection will be 256 Kbytes. Theone-way delay for the fat connections originating or terminating at nodes 1L and 2L is approximatelyequal to the transmission time of 9 segments, while the delay is negligible for the path between nodes3L and 3R.The simulation results for this con�guration are shown in Figures 5.10 through 5.13. In Fig-ure 5.10 we observe again the e�ect of ack compression causing the sequence numbers to increasein periodic steps for the TCP connections originating at node 1L. Since the connection e�ciencydecreases with an increase in delay, the short connections originating at node 3L will likely have
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6. Conclusion 245.5 Simulation Results for a Client-Server TopologyWe close this section with some simulation results from a �nal network con�guration, one thatis encountered frequently. The network environment we consider is a client-server con�guration, asimple model of which is shown in Figure 5.14. In this example con�guration, three remote nodescommunicate with a central server. A pair of TCP connections, one in each direction, is set upbetween each remote node and the server node. Thus, there are three TCP connections originatingat the server node, and three in the opposite direction. Each client-server connection is carriedover a distinct ATM virtual channel, with the acks of a connection sharing the same VC used totransport data segments of the reverse connection. In this example, we set the IP service time tobe in�nitesimally small, forcing all the queueing of outgoing tra�c to take place at the ATM layer.In the server, the ATM layer provides a separate queue per individual VC. The transmission rateof each VC, as computed by the rate allocation algorithm, is 51.6 Mbits/second. The maximumwindow size is 64 Kbytes (7 segments).Figures 5.15 and 5.16 summarize the simulation results. Observe that even though tra�c betweendi�erent pairs of end-nodes is transported over di�erent VCs and is therefore completely isolated,the e�ects of two-way tra�c within each pair of connections is still present. The overall e�ciencyachieved is approximately 70%.6 ConclusionIn this paper, we examined the performance of bidirectional TCP/IP connections over theAvailable Bit Rate class of service in ATM networks. We �nd that the problems of ack compressionobserved in packet networks manifests itself again in ATM networks, although the queueing of acksbehind data packets is now primarily at the end systems. We observe the penalty of ack compressionthat has been found in the past: bunching of data packets owing in either direction, and throughputdegradation as a result of the periodic behavior of the queue going through idle intervals. Theconclusion in the past was that the bunching occurring in the bottleneck links in the network wasthe primary reason for this behavior, and that a rate-controlled environment for transmitting dataon the network would mitigate its e�ects. Our observation is that, although the queue lengths atthe switches can be maintained small in an ATM network, the e�ect of ack compression persists,and may cause severe throughput degradation. For example, with symmetric bandwidths in eachdirection and window sizes large enough to �ll the round-trip pipe, the throughput of each connectionis only 66.67% of that under one-way tra�c. The throughput degradation is even more dramaticwhen the transmission rates allocated to connections in opposite directions are widely di�erent,even if the window of each connection is matched to the bandwidth-delay product in its direction.This is likely to be a common case with cable access or satellite links where the bandwidth in onedirection can be large compared to that in the opposite direction. For example, with a one-waydelay of 5 milliseconds, window size of 128 Kbytes, and transmission rates of 155 Mbits/second and30 Mbits/second in the two directions, the high-speed connection is able to achieve only 20% of itsthroughput under one-way tra�c.Unlike earlier measurement- and simulation-based observations of ack compression, runningTCP/IP over ATM allows us to analyze and predict the queue behavior at the sources of thebidirectional TCP connection (modeled as two uni-directional TCP connections in our analysis andsimulations). Starting at the point where the TCP connection reaches a known steady state, we can
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