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Abstract

This paper presents a new spectral partitioning formulation which directly incorporates vertex
size information. The formulation results in a generalized eigenvalue problem, and this problem
is reduced to the standard eigenvalue problem. Experimental results show that incorporating
vertex sizes into the eigenvalue calculation produces results that are 50% better than the standard
formulation in terms of scaled ratio-cut cost, even when a Kernighan-Lin style iterative improvement
algorithm taking into vertex sizes is applied as a post-processing step. The standard spectral
partitioning formulation is impractical for use in multi-level partitioning schemes since it requires
a contraction method that produces nearly-equal-size clusters. To evaluate the new method for
use in multi-level partitioning, we combine the partitioner with a multi-level bottom-up clustering
algorithm and iterative refinement. Experimental results show that our new spectral algorithm
is more effective than the standard spectral formulation and other partitioners in the multi-level
partitioning of hypergraphs.

1 Introduction

Previous spectral algorithms for partitioning graphs and hypergraphs have been limited by the fact
that they implicitly assume that all vertices in a graph are the same size. In some problems, such as
the partitioning of logic blocks for field-programmable gate arrays, this assumption may be valid,
however, in problems such as macro cell partitioning or partitioning with hierarchical clustering,
vertices are unlikely to all have the same size.

In this paper, we present a new spectral partitioning formulation which directly incorporates vertex
sizes. This formulation yields a generalized eigenvalue problem that can be reduced to the standard
eigenvalue problem. Thus, existing standard eigenvalue computation code can be used with no
modifications. We apply our new method to standard benchmarks to quantitatively show the
effectiveness of the new method.

Multiple levels of bottom-up clustering reduce the problem size and tend to produce superior results.
Multi-level algorithms have been developed using both spectral [4], and iterative [15, 18, 17, 16],
approaches. However after the application of hierarchical clustering algorithms, the resulting graph
may contain vertices of different sizes. An effective spectral partitioner must take those sizes into
account to produce near-optimal solutions. Our spectral partitioner, MKP (Multi-level K-way
Partitioner), does exactly that.

1.1 Background

Spectral algorithms were first proposed for placement and partitioning by Hall[12]. Fast biparti-
tioning methods were developed based on a linear ordering of the vertices using the eigenvector
associated with the second smallest eigenvalue of the Laplacian of a graph in [20, 11]. A k-way spec-
tral partitioning algorithm and new k-way ratio-cut cost function were presented in [8]. Subsequent
methods for spectral k-way ratio-cut partitioning are presented in [1, 3, 2]. Spectral quadrisection
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and octasection formulations are given in [13] and [14]. Additional approaches to spectral parti-
tioning are presented in [6, 5].

Multi-level algorithms for partitioning have become popular in recent years. A multi-level partition-
ing algorithm using recursive applications of the ratio-cut paradigm to form clusters is presented
n [23]. The first spectral multi-level algorithm was developed by [4], however, it did not include
iterative refinement at successive levels. Hendrickson and Leland implemented a multi-level algo-
rithm with a k-way Kernighan-Lin style refinement algorithm [15]. An in-depth study of various
multi-level contraction, initial partitioning, and refinement strategies on meshes concludes that all
methods tested perform nearly equally as well [17].

2 Spectral partitioning with vertex sizes

In this section we describe our new spectral method. An overview of the method is as follows:

1. Establish a necessary partitioning constraint on the graph matrix representing a partition R
by replacing the previous constraint RT R = I with our new constraint R M R = I where M
represents the vertex size information.

2. Formulate the relaxed version of the problem as a generalized eigenvalue problem:
minimize tr(XTQX) subject to XTMX =1 (2.1)

where () is the Laplacian of the graph.

3. Reformulate the problem, Equation (2.1) as an equivalent standard eigenvalue problem:
minimize tr(XTQX) subject to XTX = I. (2.2)

By finding the eigenvalues of the equivalent problem and scaling them appropriately, we can solve
the relaxed partitioning problem with vertex sizes.

We begin by revisiting the definitions and making the modifications necessary to incorporate vertex
sizes.

2.1 Definitions

Given a graph with a set of n vertices, V', we wish to find k& partitions of this graph. FEach vertex
is associated with its size attribute. A partitioning of the graph is a division of the n vertices into
k disjoint, non-empty subsets Py, Py, -+, Py such that V = PLU P, U---U Fg.

e The n X n adjacency matrix, A, is composed of entries a;; which represent the sum of the
weights of the edges between vertices ¢ and j.

e The n x n diagonal degree matrix, D, has entries d;; equal to the sum of the weights of all
edges on vertex 1.

e The Laplacian matrix is defined as ¢ = D — A.

o I is the sum of the weights of the edges which have exactly one vertex in partition h.
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e || Py|| is the sum of the sizes of all vertices in partition h.
o Ris the n X k ratioed assignment matrix. It represents a solution to the partitioning problem.
The entry r;, has value ||1P T when vertex ¢ is in partition h and 0 otherwise. This definition
h
differs slightly from [7].
o M is the n X n diagonal matrix whose m;; entry is the size of vertex ¢.

2.2 Problem Formulation

There are many variations of the k-way partitioning problem. We will focus on optimizing the
k-way ratio-cut cost function [7], that is, finding a solution R such that

k
Z:: |Ph||

is minimized. Although it may appear to be the same cost function as presented in [7], there is
a subtle difference: the definitions of R and || P}|| include the actual vertex sizes rather than the
number of vertices in a partition.

As in the proof of Lemma 1 found in [8]: we can show that the h" diagonal entry of RT() R satisfies:

(RTQR)u, ;Z:: i(rin—rin)’ = VAl (2.3)

l\')l}—\

Hence the trace of RTQR is 22:1 HJIE’—ZH'

Vertex sizes are implicitly incorporated into our problem by our new definitions of R and || Pyl|.
We will show that by taking vertex sizes into account, the constraint RTR = I is replaced by
RTMR = 1. Let D, i be the set of n X k matrices which have a single non-zero entry in every row
and for each column exactly one non-zero value among its entries.

Theorem 1: R is a ratioed partition matriz if and only if R € Dy, and RTMR=1.
PROOF:

Suppose R is a ratioed partition matrix. By definition each row of a ratioed partition matrix has
a single non-zero entry and the non-zero entries within a column are identical. The gh*" element

of REMR is:

(R"MR),

Zn: (Zn: rigmij) TSh (2.4)

7=1 \i=1
= > rigmytin (2.5)
=1

since m;; = 0 for all ¢ # j. Equation (2.5) is zero when ¢ # h due to the orthogonality and Boolean
structure of the columns of R. In the case where ¢g equals h Equation (2.5) is:

Y eP, Mij
Z TipM 5750 — Z my;r ]h = Z my;r ]h W =1
UJEPh h
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where v; is vertex j.

On the other hand, if R is an arbitrary matrix in D, ; satisfying RTMR = I, then we can show
that R is the ratioed partition matrix for the partition Py, P, ---, P, where Py is the set of vertices
whose rows have their non-zero entry in column h. Every vertex appears in exactly one Pj since

every row has a single non-zero entry. Let rj, be the non-zero value appearing in column h. Since
RTMR = I we have

i3 i3
L= mpmgirin =Y mygrsy = Y myrh =1h Y m; =i || Pyl
=1 =1 v;€P, vy EP

from which we get rp = ||1P & Thus R is the ratioed partition matrix for Py, Py, ---, Py. O
h

3 Relaxed Problem Formulation

Our objective is to find the matrix which minimizes RT QR subject to the constraint RTMR =T
and R € D, ;. This problem is equivalent to the ratio-cut partitioning problem, and hence, there
is no known optimal polynomial-time solution. We can, however, relax the problem by removing
the R € D, ;, constraint. The relaxed problem turns out to be a quadratic placement problem [12],
which can be solved in polynomial time.

The relaxed problem is defined as:

minimize z = tr(X7QX) subject to the constraint X7 M X = I. (3.1)

In the past, it was typical to use the constraint: X7X = I. Our new constraint, X' MX = I,
utilizes the vertex size information that is available. This constraint reduces to X7 X = I when all
of the vertices are unit size.

By taking advantage of the special (diagonal) form of M, we can transform this into a standard
eigenvalue problem. Let M = STS.1 Assume that all vertices have positive size and let @ =
S‘lTQS_l. We consider the modified problem,

minimize > = tr(XTQX) subject to the constraint X7X = 1I. (3.2)

Theorem 2:

min{tr(XTQX) | XTMX = I} = min{tr(XTQX) | XTX =TI},

PROOF:

15 is the diagonal matrix with \/m;; in the it entry.
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min{tr(XTQX) | XTMX =1} = min{tr(XTQX)| XT5TSX =1}
= min{tr(XTQX) | XTX =1 and X = X}
= min{tr(XTQX) | XTX =T and X = §7'X}
= min{tr(XT5717QS"1X) | XTX =1}
= min{tr(XTQX) | XTX =1}

a

Moreover, there are solutions X and X for the minimum values for Equations (3.1) and (3.2) that
are related by SX = X.

Equation (3.2) has the same form as previous spectral partitioning formulations, except that @
is no longer the Laplacian of the graph. By using the method of Lagrange multipliers or Fan’s
Theorem as shown in previous literature [12, 7], Equation (3.2) leads to the standard eigenvalue
problem.

QX = XA (3.3)

Theorem 3: Fan’s Theorem

Let the eigenvalues A\; of a symmetric matriz () be so arranged that Ay < Ay < -+ < A,. For
any positive integer k < m, the sums Zle Ai and Zle Ant1—; are respectively the minimum and
mazimum of Z?:l w?@x] when k orthonormal vectors x; (1 < j < k) vary in the space.

PROOF: See [9].

There are many solutions for X, but by applying Fan’s Theorem, we find that the eigenvectors
associated with the smallest k eigenvalues of @ yield an optimal solution to Equation (3.2),
since when X is composed of the & eigenvectors associated with the smallest k eigenvalues of
Q, XTOX = A. Ais the k x k diagonal matrix composed of the the smallest k eigenvalues of Q.
Thus, we now have an optimal solution for the quadratic assignment problem which incorporates
vertex sizes. We can obtain the answer to our original problem, Equation (3.1) using X = 51X,

3.1 Lower bound on the cost function

By putting together Theorem 3 with Equation (2.3), we establish a lower bound for our cost
function. Note, A\;(Q) denotes the ith smallest eigenvalue of ). This provides a tie between the
continuous solution and the feasible solutions (matrices restricted to D,, 1), since continuous space

solutions which have a lower cost will produce a lower bound on the optimal feasible solution cost.

Theorem 4: Let Py, P, ..., Py be any partition and R its ratioed partition matriz.
k ) S kR,
ST N(Q) = min{tr(XTQX) | 7% = 1} <tr (RTQR) = Y. B (3.4)
=1 h=1 h



PROOF:
By applying Theorem 3 with Equation (3.2) we obtain the left hand side of Equation (3.4). The
right hand side comes from Equation (2.3). O

3.2 What is being optimized?

The solution X = §~1X derived from X, the standard eigenvalue problem for Q in Equation (3.3),
is actually the solution to a generalized eigenvalue problem,

QX = MXA. (3.5)

The generalized eigenvalue problem has been well studied, and turns up in problems such as the
oscillation of springs with point masses [21].

Consider our modified eigenvalue/eigenvector problem, @X = AX. We might speculate that the
solution for X is a variation of Hall’s [12] quadratic placement problem. With some calculations,
we show that this is indeed the case.

Theorem 5: Iff( s an n X k matriz, then XTQX is a k X k matriz whose gh'* component is:

S5 (2 ()

PROOF:
the ght" component of XT@(G)X is

n

n
N Qg5 N
- E Lig E Ljh
1/mim'

Qg5

— 2 : ] 1
— ngxzh
n
= E E xz T — E E Tigljp
g m ™m; g7

i= 1] 1 i= 1] 1
A5 . .
= 3 E E ngxzh E E ngx]h + = g g ngxzh
i=1j= 1 i=1j= 1 i=1j= 1
_ A5 . . a]z PN
= —ZZ s digdin = ZZ e atin T ZZ gt
i=1j= 1 i=1 j=1 ] 1i=1
_ —ZZG“ (xigxih 234,35 N xjngh)
- t . T ,
2 pr et m; /M mg m;
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3.3 Application

The results of the modified eigenvalue problem may be used directly in any spectral partitioning algorithm
which forms partitions from the eigenvectors of the Laplacian. The KP algorithm [8] forms &k partitions
by using the magnitude and orthogonality of the rows of the eigenvalue matrix. The MKP algorithm is
our modified KP algorithm, which accounts for vertex size information, as described in this paper. Our
partitioner, MP implements the KP and MKP algorithms, as well as multi-level contraction.

4 MP Implementation

MP(hgraph HG, int K, int Num_levels,
algorithm Partition, boole Refine?)
{

HGO — HG

for (i = 1; i < Num_levels; i + +)
HG; — Contract(HG,_1)

Prum_tevels — Partition(HGNum_levelsa [\7)

for (i = Num_levels; i > 0;i— —)

{ TIf (Refine? == Yes) P; — Improve(F;, K)
P;_1 — Expand(F;)

If (Refine? == Yes) P — Improve(Py, K)
else P — P,
return(P)

Figure 4.1: MP Partitioner.

Our partitioner, MP, has been implemented in C4++4+. MP interfaces with the LASO library by D.S.
Scott[19], which performs the sparse matrix eigenvalue/eigenvector computation. Figure 4.1 illustrates how
MP integrates a k-way partitioning algorithm with contraction and iterative improvement. The k-way
partitioning algorithms we implemented include

e a reimplementation of the KP partitioning algorithm [7] which uses actual vertex sizes in forming the
partitions and computing the ratio-cut cost,

e the MKP partitioning algorithm, which amounts to our new KP modified to use the eigenvectors from
the generalized eigenvalue problem, Equation (3.5), and

e an algorithm which generates a random k-way partition.

The last algorithm was used to evaluate the benefit of the spectral partitioning algorithm when used in
conjunction with iterative improvement methods.

4.1 Contraction and Iterative Improvement

We wanted to evaluate MP’s performance in three scenarios:
e on graphs where vertices were of non-unit size and with no hierarchical clustering,

e on graphs with non-unit size vertices and multiple levels of contraction,
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e and finally, on graphs whose vertices were initially unit size, but became non-unit size through multiple
levels of contraction.

Our focus was not to find the best contraction algorithm nor the best iterative refinement algorithm. Our
main goal was to provide a framework to test our size-aware spectral algorithm. Other researchers have
conducted more detailed studies of different contraction and improvement algorithms and their relative

effects [17].

Contract(HGraph & HG) {
numecolors=0;
Convert HG into a graph G using Frankle clique
expansion, ignoring nets with degree > 99
Insert all edges of G into heap, ordered by weight
for (i=0; 1 < num_vertices/2; i++) {
Remove highest weight edge, e from heap
vl = e.vertex]l; v2=e.vertex2;
if (vl and v2 are uncolored) {
numcolors++;
v1.color=numcolors; v2.color=numcolors;
}
else if (v1 is uncolored) v1.color=v2.color;
else if (v2 is uncolored) v2.color=v1.color;

Figure 4.2: Conglomerative graph contraction algorithm.

The contraction algorithm we used is shown in Figure 4.2. The edges of the hypergraph are clique expanded
to obtain a graph. The algorithm orders the edges of the graph using a heap based on the weight of an edge.
The edges are iteratively removed, and the vertices are merged into clusters (based on the color of a vertex).
This algorithm is similar to Kruskal’s minimum spanning tree algorithm, except that when 3 edges have
been encountered, the algorithm terminates.

Figure 4.3 shows the iterative improvement heuristic. Our improvement algorithm is modeled after the two-
way ratio-cut algorithm [22]. We have extended it to perform k-way partitioning in the following way. In
turn, we select each of the k partitions as the SINK (resp. SOURCE) partition, and the remaining partitions
together form the SOURCE (resp. SINK). Vertices are moved one by one from the SOURCE to the SINK
based on the gain of a vertex (the total weight of the nets that would become uncut if a vertex is moved to a
partition). This process is repeated until there is no more improvement. The best k-way ratio-cut solution
encountered is retained. In practice only a few passes of the outer improvement loop are performed before
a local minima is reached. For our experiments, we terminated the improvement step after three passes.

4.2 Implementation Issues

MP works directly with hypergraphs, only transforming the hypergraphs into graphs for the eigenvector
computation and edge matching algorithms. Hypergraphs are converted into graphs by performing a clique
expansion on the hyperedges. We chose a weighting of the edges proposed by Frankle [10], in which each

edge of the clique formed by hyperedge, e; is given a weight of (#((3))2. For the eigenvalue/eigenvector
computations, we chose to perform clique expansions even on very large fanout nets, although in some cases it

may be more practical to set an upper threshold on the nets chosen for clique expansion so that sparse matrix
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Improve(HGraph & HG, int k, int maxiterations) {
do {
save initial HGraph
for (h=1; h < k; h++) {
Flow(INTO,BestHG,HG, h);
Flow(OUTOF,BestHG,HG, h);
¥
+ while (BestHG is better than HG) and

(fterations < maxiterations);

1

Flow(int direction, HGraph & BestHG, HGraph &
Starting, int target) {
if (direction==INTO) {
Build & — 1 src heaps with vertices not
in target. Order heaps by the gain in
moving vertex to INTO.
While there is a non-empty heap {
Select highest gain vertex, v, breaking
ties using the move from largest source
partition.
Move v into target.
Evaluate k-way ratio-cut cost, save if best.
}
}
if (direction==0UTOF) {
Build £ — 1 dest heaps, using vertices in
target. Order heaps by the gain in moving
vertex from OUTOF.
While there is a non-empty heap {
Select highest gain vertex, v, breaking
ties with the move from the smallest dest
partition.
Move v into target.
Evaluate k-way ratio-cut cost, save if best.

Figure 4.3: Iterative improvement heuristic.

computations performed on the graph can be carried out efficiently. For efficiency, in the conglomerative
contraction heuristic, we chose to only perform clique expansion on nets of degree smaller than 100 since
these nets are unlikely to affect the clustering.



# of Iterative Algorithm

levels | Improvement? || RNDbH KP | MKP
0 No 43.4 4.92 2.36
0 Yes 3.01 2.61 1.38
2 No 18.0 11.4 1.91
2 Yes 2.21 1.84 1.26

Table 5.1: Geometric mean of scaled cost multiplied by 10® over all tests with actual
vertex sizes.

# of Iterative Algorithm

levels | Improvement? || RND5 | KP | MKP
0 No 163.0 | 17.3 17.3
0 Yes 19.3 | 13.6 13.6
2 No 69.2 | 29.0 16.2
2 Yes 13.3 | 145 12.1

Table 5.2: Geometric mean of scaled costs multiplied by 10° over all tests with unit size
vertices.

5 Results

We ran experiments using seven MCNC benchmarks (number of vertices is shown in parenthesis): pl_ga(833),
p2-ga(3014), t2(1663), t3(1607), t4(1515), t5(2595), and t6(1752). These benchmarks are netlists with vertex

sizes. The actual distribution of vertex sizes i1s given in Figure A.1 in the appendix.

A number of different parameters for the benchmarks were run to analyze the performance of the new method.
Results under the heading MKP used the solution to the generalized eigenvalue while results under KP used
the eigenvectors of the Laplacian. (With unit-size vertices, no contraction and no iterative improvement this
is equivalent to the KP algorithm in [7].) In order to evaluate the benefit of using the spectral information in
a multi-level partitioning scheme we also used an algorithm which generates random k-way partitions. The
best results out of b obtained from random partitions are listed under the heading RND5.

Partitioning results were generated for 2,4, 8, and 16-way partitions. The results were reported using the
scaled cost function [7]:

k
1 Ey,
WD) 2 T

Tables 5.1 and 5.2 show the overall performance of the algorithms. We used the geometric mean of the
results over all seven benchmarks for k = 2,4, 8, and 16. In every test group, MKP gives the best answer. In
the case where there are unit size vertices with no contraction, KP and MKP give exactly the same answer.

The detailed results are given in the following eight tables. The first four tables give the k-way ratio-cut
cost after generating the partitions before any iterative improvement. We refer to these partitions as initial
partitions. In Tables 5.3 and 5.4 MKP is superior to the other two partitioning methods in almost every test
case. For these tests the actual circuit cell areas were used as the vertex sizes in MKP. In Tables 5.5 and
5.6 all vertices were made unit size (the actual cell areas were ignored). In Table 5.5 KP and MKP generate
exactly the same answer, which is exactly what we would expect. In Table 5.6, two levels of contraction
were performed, allowing vertices to become non-unit size. Here again, we see that MKP is clearly superior
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partitioner k| plga | p2ga t2 t3 t4 t5 t6
RNDbH 2 | 305.08 | 289.87 | 8.62 | 21.76 | 19.39 | 10.92 | 26.72
KP 2 17.63 21.43 1.08 1.40 1.94 0.66 0.81
MKP 2 23.68 3.5b 0.37 0.73 0.76 0.66 0.81
RNDbH 4 | 310.38 | 303.48 | 10.02 | 24.79 | 23.15 | 10.11 | 28.56
KP 4 19.25 34.39 1.25 2.16 2.03 0.99 1.03
MKP 4 23.14 11.28 0.46 0.81 1.38 0.59 0.79
RNDbH 8 | 340.97 | 338.65 | 12.12 | 27.68 | 31.08 | 12.27 | 30.84
KP 8 38.27 60.38 1.10 2.57 2.82 2.82 3.46
MKP 8 23.16 13.36 0.84 1.46 1.52 0.79 1.32
RNDbH 16 | 358.67 | 366.93 | 14.06 | 30.51 | 30.19 | 17.62 | 34.60
KP 16 53.78 | 127.90 3.54 7.50 6.02 2.80 | 19.33
MKP 16 40.24 23.73 | 11.46 2.62 2.22 0.80 1.62

Table 5.3: Scaled ratio-cut costs multiplied by 10% of solutions for actual vertex sizes with
0 levels of contraction without iterative improvement.

partitioner k| plga | p2ga t2 t3 t4 t5 t6
RNDbH 2| 130.99 | 133.37 | 2.17 9.10 8.44 2.92 | 10.24
KP 2 38.28 17.50 0.72 1.38 | 34.00 0.50 0.81
MKP 2 26.88 3.55 0.37 0.73 2.44 0.50 0.81
RND5 4 | 137.86 | 144.20 3.58 9.92 9.02 4.22 | 10.89
KP 4 29.22 22.99 0.59 2.24 | 12.15 0.80 | 79.79
MKP 4 23.73 8.94 0.50 0.66 1.86 0.32 0.88
RNDbH 8 | 156.03 | 164.57 | 4.64 | 12.18 | 11.63 5.19 | 13.36
KP 8 46.87 84.08 | 16.64 1.91 | 30.17 | 17.48 | 42.02
MKP 8 27.86 11.62 0.50 1.04 1.47 0.44 0.87
RND5 16 | 162.94 | 185.60 6.44 | 13.93 | 13.96 6.99 | 17.24
KP 16 39.80 94.46 | 18.83 | 32.08 | 32.39 | 15.29 | 21.53
MKP 16 23.80 16.28 0.88 1.72 1.43 0.75 1.44

Table 5.4: Scaled ratio-cut costs multiplied by 10% of solutions for actual vertex sizes with
2 levels of contraction without iterative improvement.

to the other methods.

Each of the last four tables show the results after the iterative improvement for the corresponding benchmarks
of the first four tables. Of the 112 different benchmark tests presented in the tables, MKP produced the best
answer or tied for the best answer in 109 of those tests. The weakest performance of MKP was in Table 5.10,
which gives the results after iterative improvement using two levels of contraction for unit size vertices. The
iterative improvement performed on two levels of contracted graphs allows the solutions of the other initial
partitioning algorithms to catch up to MKP.
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partitioner k| plga | p2ga t2 t3 t4 t5 t6
RND5 2 | 332.12 87.42 | 159.69 | 156.91 | 172.19 96.88 | 130.61
KP 2 13.39 5.43 8.95 10.07 8.22 11.34 28.57
MKP 2 13.39 5.43 8.95 10.07 8.22 11.34 28.57
RNDbH 4 | 355.96 91.42 | 162.33 | 164.29 | 183.39 | 103.42 | 136.61
KP 4 25.62 9.40 15.45 23.57 11.13 6.40 18.12
MKP 4 25.62 9.40 15.45 23.57 11.13 6.40 18.12
RNDbH 8 | 369.24 | 101.17 | 171.34 | 174.67 | 197.43 | 111.87 | 149.18
KP 8 37.88 13.75 21.48 18.74 14.80 14.51 24.08
MKP 8 37.88 13.75 21.48 18.74 14.80 14.51 24.08
RNDbH 16 | 390.10 | 109.17 | 184.70 | 187.03 | 214.72 | 120.88 | 162.00
KP 16 58.37 21.19 36.36 41.11 22.90 18.47 28.65
MKP 16 58.37 21.19 36.36 41.11 22.90 18.47 28.65

Table 5.5: Scaled ratio-cut costs multiplied by 10° of solutions for unit size vertices with
0 levels of contraction without iterative improvement.

partitioner k| plga | p2-ga t2 t3 t4 t5 t6
RNDbH 2 | 148.85 | 38.92 | 57.03 | 61.69 | 72.71 | 37.88 | 46.72
KP 2 80.32 | 10.34 | 40.16 9.92 | 66.05 | 11.41 | 28.57
MKP 2 17.39 9.71 | 14.43 9.91 6.93 4.46 | 28.57
RND5 4 | 147.45 | 42.24 | 62.25 | 66.25 | 75.51 | 40.50 | 50.76
KP 4 68.34 | 13.67 | 28.26 | 17.38 | 31.77 8.76 | 31.74
MKP 4 21.91 9.79 | 18.36 | 14.86 | 12.85 7.25 | 17.69
RNDbH 8 | 163.68 | 48.72 | 72.36 | 78.01 | 86.19 | 46.16 | 62.25
KP 8 68.75 | 18.75 | 34.45 | 24.70 | 32.27 | 18.12 | 33.47
MKP 8 36.24 | 12.64 | 24.83 | 17.94 | 22.24 8.06 | 24.07
RND5 16 | 194.74 | 55.31 | 81.74 | 86.63 | 93.61 | 52.22 | 76.80
KP 16 | 102.10 | 20.50 | 46.97 | 38.20 | 42.36 | 19.00 | 47.97
MKP 16 56.06 | 16.20 | 26.42 | 22.23 | 23.76 9.82 | 32.12

Table 5.6: Scaled ratio-cut costs multiplied by 10® of solutions for unit size vertices with
2 levels of contraction without iterative improvement.

6 Conclusion and Future Research

In this paper we have presented a modified eigenvalue formulation to account for vertex sizes, and studied its
use on circuits with varying vertex sizes and within a multi-level partitioning scheme. From the benchmarks
presented in this paper, it is clear that MKP provides excellent results.

Future research will focus on adding practical constraints (input/output and partition capacity) to MKP,
rather than using the k-way ratio-cut cost function.
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partitioner k | pl.ga | p2_ga t2 t3 t4 t5 t6
RND5 2| 16.94 3.55 (032 | 0.73 | 0.61 | 0.19 0.27
KP 2 | 17.63 3.55 1032|124 | 061 | 0.19 0.81
MKP 2 9.53 3.55 1 032|073 | 0.39 | 0.19 0.81
RNDbH 4| 28.76 | 30.83 | 0.36 | 0.99 | 1.57 | 0.54 0.62
KP 4| 1828 | 3256 | 0.94 | 1.88 | 1.72 | 0.38 0.80
MKP 4| 10.83 8.29 | 0.34 | 0.66 | 0.59 | 0.28 0.61
RNDbH 8 | 28.67 | 36.36 | 0.96 | 1.99 | 3.57 | 1.38 2.26
KP 8 | 30.86 | 42.51 | 0.73 | 2.11 | 2.34 | 0.71 1.71
MKP 8 | 18.00 | 11.56 | 0.46 | 1.02 | 0.98 | 0.44 0.87
RNDbH 16 | 34.07 | 70.03 | 3.61 | 4.66 | 8.88 | 3.22 | 11.99
KP 16 | 43.03 | 49.03 | 1.67 | 2.92 | 1.79 | 1.28 2.50
MKP 16 | 2240 | 15.19 | 0.65 | 1.86 | 1.31 | 0.43 0.89

Table 5.7: Scaled ratio-cut costs multiplied by 10% of solutions for actual vertex sizes with
0 levels of contraction with iterative improvement.

partitioner k | pl.ga | p2_ga t2 t3 t4 t5 t6
RND5 2 | 19.98 3.55 | 0.32 | 0.50 | 0.57 | 0.19 | 0.80
KP 2 | 19.98 355 [ 025 | 1.29 | 0.39 | 0.19 | 0.81
MKP 2 | 19.98 3.55 [ 032 | 073 | 0.57 | 0.19 | 0.81
RNDbH 4 | 20.79 8.72 1 0.36 | 1.04 | 1.14 | 0.40 | 1.91
KP 4| 20.01 | 14.36 | 0.36 | 1.33 | 1.05 | 0.59 | 0.82
MKP 4| 19.22 8.21 036 | 066 | 0.68 | 0.28 | 0.81
RNDbH 8 | 21.04 | 37.80 | 0.49 | 0.83 | 1.65 | 1.04 | 4.35
KP 8 | 20.69 | 17.66 | 0.38 | 1.02 | 0.86 | 0.70 | 0.81
MKP 8 | 19.92 9.57 | 0.37 | 0.71 | 0.63 | 0.32 | 0.83
RND5 16 | 19.62 | 4547 | 1.00 | 1.75 | 2.30 | 1.99 | 4.46
KP 16 | 2069 | 27.51 | 1.00 | 1.88 | 2.05 | 1.03 | 1.78
MKP 16 | 19.99 | 10.22 | 0.38 | 0.76 | 0.66 | 0.32 | 0.82

Table 5.8: Scaled ratio-cut costs multiplied by 10® of solutions for actual vertex sizes with
2 levels of contraction with iterative improvement.
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partitioner k | pl.ga | p2_ga t2 t3 t4 t5 t6
RND5 2 | 13.91 458 | 12.97 | 14.34 | 11.66 5.95 | 11.10
KP 2 | 13.39 5.43 8.8b 8.98 7.95 8.94 | 11.63
MKP 2 | 13.39 5.43 8.8b 8.98 7.95 8.94 | 11.63
RND5 4| 2297 | 15.63 | 19.50 | 16.58 | 12.22 6.75 | 13.30
KP 4 | 22.32 8.74 | 14.41 | 16.42 | 10.52 5.87 | 10.38
MKP 4 | 22.32 8.74 | 14.41 | 16.42 | 10.52 5.87 | 10.38
RNDbH 8 | 40.30 | 19.84 | 36.76 | 23.44 | 22.64 | 16.63 | 24.29
KP 8 | 30.78 | 11.48 | 19.05 | 16.80 | 13.08 7.84 | 15.12
MKP 8 | 30.78 | 11.48 | 19.05 | 16.80 | 13.08 7.84 | 15.12
RNDbH 16 | 68.18 | 26.32 | 48.07 | 32.01 | 52.90 | 23.04 | 41.59
KP 16 | 45.82 | 16.93 | 26.77 | 23.50 | 18.96 | 12.29 | 22.17
MKP 16 | 45.82 | 16.93 | 26.77 | 23.50 | 18.96 | 12.29 | 22.17

Table 5.9: Scaled ratio-cut costs multiplied by 10° of solutions for unit size vertices with
0 levels of contraction with iterative improvement.

partitioner k | pl.ga | p2_ga t2 t3 t4 t5 t6
RND5 2 | 24.45 5.39 | 10.24 | 11.45 5.93 4.87 9.51
KP 2 | 13.39 5.39 | 12.41 9.29 5.70 5.47 7.96
MKP 2 | 13.39 4.58 7.96 9.29 6.40 3.31 | 10.34
RNDbH 4 | 17.45 7.99 | 12.94 | 13.95 8.50 5.20 | 11.12
KP 4 | 19.86 8.11 | 12.06 | 15.15 | 10.44 7.69 | 11.84
MKP 4 | 17.45 9.08 | 11.39 | 11.47 9.24 5.70 | 11.09
RNDbH 8 | 30.16 | 11.56 | 18.56 | 15.78 | 10.49 8.50 | 18.68
KP 8 | 3759 | 15.34 | 22.58 | 16.29 | 15.61 8.38 | 17.77
MKP 8 | 29.03 | 10.99 | 20.61 | 15.86 | 14.44 7.00 | 16.19
RND5 16 | 52.91 | 18.94 | 25.95 | 20.59 | 21.42 | 11.95 | 27.86
KP 16 | 65.25 | 14.62 | 31.48 | 31.64 | 23.34 | 12.35 | 42.45
MKP 16 | 48.39 | 13.53 | 23.69 | 20.58 | 18.73 8.96 | 23.41

Table 5.10: Scaled ratio-cut costs multiplied by 10° of solutions for unit size vertices with
2 levels of contraction with iterative improvement.
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A Vertex Size distribution in benchmarks
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Figure A.1: Histogram of actual vertex sizes (scaled by 1000.0) in all seven benchmarks.
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