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1. Introduction 11 IntroductionAsynchronous Transfer Mode (ATM) networks are being developed with the intent of providinga single common technology to carry voice, video and data tra�c. Networks based on ATM combinethe 
exibility of packet-switched networks with the service guarantees and predictability o�ered bycircuit-switched networks.Several service classes have been de�ned in the context of ATM networks. The Constant-Bit-Rate (CBR) and Variable-Bit-Rate (VBR) classes are intended to support applications with real-timeservice requirements. Applications that take advantage of these classes often have strict requirementsfor bandwidth, end-to-end delay, jitter and cell loss-rate. The CBR class is expected to supportisochronous applications that need consistent availability of �xed bandwidth and jitter. The VBRclass of service is intended for real-time applications whose transmission rate is variable, and theservice exploits statistical multiplexing to achieve e�cient utilization of network resources.The Available-Bit-Rate (ABR) service class [1], de�ned to support delay tolerant best-e�ortapplications, uses rate-based feedback mechanisms to allow them to adjust their transmission ratesto make full utilization of the available bandwidth [2]. Compliant connections are also assured ofa low loss rate, and if needed, a minimum bandwidth allocation. This class of service admits tothe possibility of congestion, where the aggregate demand of the sources exceeds the capacity of thenetwork resources. Thus, there is a need for a congestion management scheme in order to allocatethe available bandwidth fairly among the connections sharing the network, while achieving e�ciencyand an acceptably low cell loss rate. The ATM Forum Tra�c Management Committee is currentlyde�ning a rate-based congestion control framework to meet this objective.The ATM Forum rate-control framework allows a number of options for the switches to signaltheir congestion state to the source. With the explicit-rate marking option that is the focus of ourwork here, the source of each connection periodically transmits a special resource management (RM)cell to probe the state of the network. Two components of the control algorithm are identi�ed: (i)the behavior of the source and destination end systems, and (ii) the behavior of the network elements(switches). The congestion control function within the switches is responsible for identifying andsignaling their congestion state to the source end-system. The source algorithm responds to the con-gestion state feedback information by adjusting the rate of transmission using an increase/decreasepolicy.A source speci�es the bandwidth demand and the current transmission rate of the connectionin each transmitted RM cell. With the explicit rate scheme, switches communicate in the RM cell,the amount of instantaneous bandwidth it can allocate to each connection to the source of theconnection. The goal of the allocation is to arrive at an e�cient allocation that is also max-minfair [3]. Each switch on the path of the RM cell may modify the request based on the bandwidth itis able to allocate to the connection on its outbound link. On reaching its destination, the RM cellis returned to the source, which now sets its rate based on that allocated on the bottleneck link inthe path of the connection.Several rate allocation algorithms that operate in the explicit-rate marking mode have beenproposed [4, 5, 6]. These approaches di�er in terms of their execution time, implementationcomplexity, level of fairness in the allocation of the available bandwidth, responsiveness to networkchanges, convergence time, and stability properties.



2. Source and Switch Behavior 2In this work we study the dynamics and evaluate the performance of the rate allocation algorithmproposed in [5]. We consider the behavior of the rate allocation algorithm in both ATM-layer-generated ABR tra�c and TCP-controlled ABR tra�c. In the �rst case we show that, in thenetwork con�gurations being analyzed, the algorithm converges to a steady state, allocates theavailable bandwidth fairly among competing connections, and has modest bu�er requirements. Wedemonstrate its scaling capabilities by increasing the number of active connections by a factor ofmore than 10.We also study the behavior of TCP-controlled ABR tra�c. Several studies have shown thatin certain con�gurations, in the absence of an ATM-layer congestion control mechanism, TCPperformance degrades when operating over ATM networks [7, 8]. In this work we study theinteraction of TCP built-in mechanisms for protection against congestion with our proposed explicitrate allocation scheme in conjunction with the basic rate increase/decrease algorithm of ATMForum's source policy. We demonstrate that the use of an explicit rate allocation scheme enhancesthe fairness achieved for TCP/IP tra�c compared to its performance in traditional datagramnetworks.The paper is organized as follows: Section 2 reviews the rate-based congestion control frameworkand describes the proposed rate allocation algorithm. Section 3 provides a description of thesimulation models used in this work. Section 4 discusses the dynamics of the described algorithm ina network con�guration consisting of connections with widely-di�erent round-trip times. We studythe behavior of the network �rst with only ATM-layer generated tra�c, and subsequently with ABRtra�c that is 
ow-controlled by TCP. Section 5 studies the performance of ABR connections whenmixed with VBR tra�c. Section 6 analyzes the ability of the algorithm to adapt to changes inbandwidth by simulating TCP-generated tra�c along with ABR connections that open and closerandomly. Finally, Section 7 summarizes the results and proposes directions for future work.2 Source and Switch BehaviorWe describe in this section the source and destination algorithms used in our study (the essentialparts are a close approximation to the basic algorithms in the ATM Forum framework [2]). We thendescribe our rate allocation algorithm used by the switches in the network.2.1 Control Loop OperationThe source of a connection (VC) transmits cells at a rate allowed by the network, termed theallowed cell rate (ACR), until it receives new information in an RM cell that it had transmittedpreviously. The source sends an RM cell every Nrm � 1 data cells transmitted. This proportionaltransmission of RM cells is to ensure that the amount of overhead for RM cells is a constant,independent of the number of VCs in the network or their rates. The RM cell has the following�elds:1. The virtual circuit identi�er to identify the connection it belongs to.2. The amount of bandwidth requested, called explicit rate (ER).3. The current cell rate (CCR) of the connection. On transmission of the RM cell, this �eldis set by the source to the value of the allowed cell rate (ACR) that the source is currentlyoperating at. The ACR, in turn, is determined by the source increase/decrease policy based



2. Source and Switch Behavior 3on the ER-�eld of the RM cell returned by the network most recently. The CCR �eld is notmodi�ed by the network.4. A bit indicating the direction of the RM cell. This is necessary to distinguish an RM celltransmitted by the source of a connection from one returned by the destination to the source.Note that ER is the bandwidth requested by the connection during the current epoch, while theCCR �eld re
ects the current rate the source is allowed to transmit at.The switches use the explicit rate option. Whenever an RM cell from connection is receivedat a given switch, the switch determines the allocation for the VC based on the bandwidth beingrequested in the ER �eld. If the maximum bandwidth that can be allocated is less than the valuein the ER �eld, then the ER �eld is updated to re
ect the new maximumpossible allocation on thepath of connection so far.When the RM cell returns back to the source, the transmission rate (allowed cell rate, ACR) isupdated based on the value indicated by the ER �eld in the returned RM cell. The value in the ER�eld re
ects the bandwidth that can be allocated at the bottleneck link in the path of the connection.If the current transmission rate is above the value in the ER �eld, the source immediately reduces itsrate to this value. However, if the current rate is less than the returned ER value, the transmissionrate ACR is increased gradually by increasing a constant amount (Nrm�AIR) to the current ACR.In addition, the source is never allowed to exceed the rate speci�ed by the ER �eld of the returnedcell. Thus, if r(t) is the transmission rate of the source the instant just before the arrival of an RMcell, and r(t+) the rate after the update, thenr(t+) = min(r(t) + Nrm �AIR;ER):An analytical model for the rate increase process at the source can be found in [9]. In addition tothe basic increase/decrease algorithm, the source policy contains mechanisms for recovering unusedbandwidth from idle connections, making the system more robust to lost RM cells, etc. Since ourinterest in this paper is to study the basic behavior of the rate allocation algorithm, we focus onthe primary control-loop operation, and ignore the issues of boundary cases (very low rate sources,substantial loss of RM cells, etc.) in order to simplify the evaluation.2.2 Rate Allocation AlgorithmThe explicit rate option assumes the existence of an algorithm within the switch that allocatesthe available bandwidth on each outgoing link among the connections sharing it. Such algorithmsfor rate allocation in packet-switched networks have been described by Charny [4], Kalampoukas, etal. [5], Jain [6], and Siu, et al. [10]. In this paper we consider the rate allocation algorithm describedby Kalampoukas, et al. [5]. The main components of the algorithm are described brie
y. A moreextensive discussion of the algorithm can be found in [5].The following de�nitions and notations are used in our description: Consider any switch in thepath of a connection. Let S(t) be the set of active connections sharing the outbound link of thisswitch at time t. At any time, connections in S(t) can be in one of two states | bottlenecked orsatis�ed. We designate a connection as satis�ed if, at the most recent update of its allocation,its request was completely satis�ed. The state of the connection is marked as bottlenecked if theallocation it received most recently at the switch was less than its request. We denote the set ofsatis�ed connections at time t as Su(t) and the set of bottlenecked connections by Sb(t). Let N (t),



2. Source and Switch Behavior 4Nu(t) and Nb(t) denote the sizes of the sets S(t), Su(t), and Sb(t), respectively. We use B(t) todenote the total bandwidth available on the outbound link to allocate to ABR tra�c, and ERj(t)the value in the ER �eld of the most recent RM cell received in the forward direction from connectionj, and CCRj(t) be the corresponding value in the CCR �eld. The current request of the connection,denoted by �j(t), is taken as the minimum of the ER and CCR values in the most recent RM cellreceived. Aj(t) represents the corresponding allocation received by connection j during its mostrecent update.The goal of our rate allocation algorithm is to make available to each bottlenecked connectionat time t, a maximum bandwidth equal toAmax(t) = Total bandwidth available to bottlenecked connectionsNumber of bottlenecked connections : (2.1)The total bandwidth available to bottlenecked connections is the bandwidth left over afterallocating to satis�ed connections. Therefore, the above equation becomesAmax(t) = B(t) � Xi2Su(t)Ai(t)Nb(t) (2.2)On receipt of an RM cell from connection j, say at time t, the �rst step in the algorithm is todetermine the new state of that connection. This step is performed as follows: If the connection jis currently marked as bottlenecked, the algorithm checks whether its state needs to be changed tosatis�ed. This is accomplished by means of the following calculations: The maximum bandwidthavailable to connection j, that is Amax(t) is determined from Eq. (2.2) above using the current valuesof the parameters in that equation. If the Amax(t) so obtained is larger than the current request�j(t) of connection j, then its state is changed to satis�ed. On the other hand, if the connection jwas in satis�ed state when the RM cell is received from it, then the algorithm checks if the stateof the connection needs to be changed to bottlenecked, given the current values of the parameters.This checking is accomplished by temporarily setting the state of connection j as bottlenecked andgoing through a computation similar to that of Eq. (2.2) to determine the maximumbandwidth thatwould be allocated to it. The following equation is used to determine Amax in this case:Amax(t) = B(t) � Xi2Su(t)Ai(t) + Aj(t)Nb(t) + 1 : (2.3)The computations in both equations (2.2) and (2.3) can be performed without searching the stateof each connection by maintaining the residual bandwidth available for allocation to bottleneckedconnections, given by Bb(t) = B(t) � Xi2Su(t)Ai(t): (2.4)That is, the current bandwidth that can be allocated to bottlenecked connections is the total availablebandwidth minus the total bandwidth currently allocated to connections in satis�ed state. Insteadof Bb(t), in our algorithm we maintain the quantityBf (t) = B(t) � Xi2Su(t)Ai(t) � Xi2Sb(t) B(t)N (t) : (2.5)



2. Source and Switch Behavior 5We refer toBf (t) as the \free bandwidth." Note that B(t)=N (t) is the equal share of a connection andis the minimum bandwidth it is entitled to receive under any fair allocation. We denote B(t)=N (t)by Beq(t), the equal share. Since (Nb(t) + Nu(t)) �Beq(t) = B(t), Eq. (2.5) can also be written asBf (t) = Nu(t)Beq(t)� Xi2Su(t)Ai(t): (2.6)Thus, the free bandwidth can be seen as the bandwidth available as a result of the satis�edconnections not requesting their equal share. Using Bf (t) to compute the allocation instead ofthe actual available bandwidth has an advantage: When a new connection is opened, N (t) increasesby one even before the connection sends its �rst RM cell. This has the e�ect of reducing Bf (t)in Eq. (2.6), thus reducing the allocation to existing connections. This helps to reduce congestionduring the transient period when the algorithm is converging to a new max-min fair allocation.Since we use Bf (t) instead of B(t) in the algorithm, we re-write Eq. (2.2), used to check statechanges for bottlenecked connection, as follows:Amax(t) = Beq(t) + Bf (t)Nb(t) : (2.7)Similarly, we re-write Eq. (2.3), used to check state changes for a satis�ed connection, as follows:Amax(t) = Beq(t) + Bf (t) +Aj(t)� Beq(t)Nb(t) + 1 : (2.8)If we set A0j(t) = �Aj(t); for all j 2 Su(t);Beq(t); for all j 2 Sb(t);then we can combine Eq. (2.7) and (2.8) into a single equation:Amax(t) = Beq(t) + Bf (t) + A0j(t) �Beq(t)Nb(t1) + w ; (2.9)where w = 0 if j 2 Sb(t) and w = 1 if j 2 Su(t).Thus, Eq. (2.9) is the actual equation used by the algorithm in its �rst step to detect statechanges of connections. Note that, if a state change is found to occur, the parameters Nb(t) andNu(t) must be updated to re
ect the new state.Once the state of connection j has been updated, the second step of the algorithm is to updatethe actual allocation maintained for the connection j. The new allocation Aj(t+) for connection jis computed based on the parameters of the RM cell received at t asAj(t+) = min(Amax(t); �j(t); CCRj(t)): (2.10)That is, the current allocation of the connection is chosen as the minimum among Amax and thevalues in the CCR and ER �elds of the RM cell. After updating Aj(t), Bf (t) is updated asBf (t+) = Bf (t) +A0j(t) �A0j(t1+): (2.11)In addition to recording the local allocation, the algorithm also updates the ER �eld of the RMcell before transmitting it through the outgoing link, when necessary. This update is performedas follows: If the computed Amax(t) is less than the request �j(t), the ER �eld is set to Amax(t).Otherwise the ER �eld is not modi�ed. Thus, when the RM cell reaches the destination, the ER�eld re
ects the bandwidth available at the bottleneck link along the path of the connection.



3. Simulation Models 6A problem arises when the requests of all the connections sharing the outgoing link have beensatis�ed completely. If, for example, one of the connections were to increase its bandwidth requestin such a way that the new request exceeds the maximum bandwidth that can be allocated, theconnection must now be marked bottlenecked. However, it is possible that, at that time, thereis another connection in the satis�ed state receiving a larger allocation than that assigned to thebottlenecked connection. This situation can be prevented by �nding the connection receiving thelargest allocation and marking its state as bottlenecked even if it is receiving all its requestedbandwidth. This prevents a situation where a connection in satis�ed state is actually receiving morebandwidth than another in the bottlenecked state. Thus, the algorithm maintains the index of theconnection receiving the largest allocation in a separate variable and updates it on the receipt ofevery RM cell.Equations (2.9) and (2.11) form the core of our algorithm. Both updates can be done in O(1)time by maintaining current values of the following parameters, in addition to the current state ofeach connection.1. The parameter Bf (t) representing the free bandwidth2. The value A0i corresponding to the current allocation for each connection i3. The number of bottlenecked connections and the total number of active connections, Nb(t)and N (t), respectively4. The available bandwidth for ABR connections, B(t), for computation of the equal share Beq(t).The pseudocode in Figure 2.1 summarizes the algorithm that is invoked on the receipt of each RMcell traveling in the forward direction. In addition, the variables maintained by the algorithm mustbe updated when a new connection is opened, an existing connection closes, or when the availablebandwidth B(t) changes.Figure 2.2 illustrates the working of the rate allocation algorithm. Assume that 
ows 1, 2, and 3are in steady state, transmitting at rates of 40, 35 and 20 Mbits/sec, respectively. The link capacitiesare 100 Mbits/sec for the switches shown. Assume that Flow 1 transmits an RM cell with ER = 100and CCR = 40. The rate allocation algorithm in Switch 1 determines the maximumallocation Amaxas 65 and modi�es the ER value in the RM cell to 65. However, the Amax value computed by thesecond switch is only 45, and hence the ER value is further marked down by Switch 2 to 45. Whenthe RM cell returns to the source of the 
ow, the source will gradually increase its rate from 40 to45. Consequently, subsequent RM cells transmitted by the source will have progressively increasingCCR values; as the CCR increases, so does the local allocations at the switches, until steady stateis again reached with both switches allocating 45 Mbits/sec to the 
ow. Observe that the switchescompute local allocations based on the minimum of ER and CCR values received. Computing localallocations based on ER values alone can lead to severe under-utilization of the link capacity.3 Simulation ModelsIn this section, we provide an overview of the simulationmodels used in the paper. More detaileddescription of a speci�c topology used in a simulation will be given in the corresponding sectionsdescribing the simulation results.The links in the network are full-duplex with a capacity of 155 Mbits/sec each, unless otherwisespeci�ed. The switches are nonblocking, output-bu�ered crossbars. There is one queue per outputport for ABR tra�c and its scheduling policy is FIFO, with each output queue being shared by



3. Simulation Models 7/* Pseudocode invoked on receipt of forward RM cell from connection i */1. i cell(VC) /* get the VC number */2. ERi  cell(ER); CCRi cell(CCR)/* read ER and CCR �elds of RM cell */3. �i  min(ERi; CCRi) /* �i is the request of connection i*//* Compute maximum local allocation Amax.*/4. Beq  B=N /* compute equal share */5. if statei = bottlenecked then6. Amax  Beq + Bf=Nb7. else8. Amax  Beq + (Bf +A0i �Beq)=(Nb + 1)/* Determine new state of connection */9. if (Amax < �i) and (statei = satisfied) then10. statei  bottlenecked; Nb  Nb + 111. if (Amax > �i) and (statei = bottlenecked) then12. statei  satisfied; Nb  Nb � 1/* Compute the local allocation Ai */13. if (statei = satisfied) then Ai  �i14. else Ai  Amax/* Update ER �eld of RM cell */15. ER(cell)  min(Amax; ERi)/* Maintain state of connection with the largest allocation as bottlenecked */16. if (Ai > MaxAllocation) then/* mark this VC as the one with the largest allocation */17. MaxV C  i; MaxAllocation Ai18. if (statei = satisfied) then /* mark it as bottlenecked */19. statei  bottlenecked; Nb  Nb + 120. if (MaxV C = i) and (Ai < MaxAllocation)21. /* This is the VC with the largest allocation and its allocation went down */22. MaxAllocation Ai; /* update largest allocation *//* Update local allocation maintained in the switch, A0i */23. Aold  A0i /* save old allocation */24. if (statei = satisfied) then A0i  Ai25. else A0i  Beq26. /* Update free bandwidth Bf */27. Bf  Bf + Aold � A0i28. forward(cell) /* forward RM cell to the next switch */Figure 2.1: Pseudocode for the rate allocation algorithm.
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oating-point arithmetic in the RTT estimation algorithm.Therefore, both the RTT measurements and the timeout delays are represented by double-precision
oating-point numbers. The TCP segment size was set to 9180 bytes in all the simulations.We focus on the following performance measures: 1) The ACR, or transmission rate, at thesource. In all the graphs we show the ACR value on every change, without any �ltering of the
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Figure 4.1: Con�guration R1.collected information. 2) The utilization of the links. We present the utilization averaged over5 millisecond intervals. 3) The queue length at the switch for individual links. We present in theplots the queue length, which is the maximum value observed during a 5 millisecond interval. 4) Inthe case of TCP tra�c, we also show the TCP sequence number growth for each individual TCPconnection and the corresponding window size in bytes, where appropriate.4 Interactions of Connections with Unequal Feedback DelaysIn this section we consider the dynamics of the rate allocation algorithm in a network con�gura-tion where connections with widely di�erent feedback delays interact. We �rst study the behaviorof the algorithm with ABR tra�c from cell sources, and subsequently characterize its behavior withTCP-generated ABR tra�c.4.1 System Behavior with ATM-Layer-Generated ABR Tra�cWe begin the evaluation of our rate-allocation algorithm with a simple con�guration, referred tofrom now on as the R1 con�guration , shown in Figure 4.1. It consists of three connections whichopen simultaneously and request peak bandwidth. Data 
ows from the end-systems on the left tothe ones on the right. Connections are set up between corresponding end-systems, identi�ed by thesame index within circles. The link propagation delays and capacities are as shown in the �gure.The reason we �nd the con�guration R1 interesting is because of the large di�erence (three ordersof magnitude) between the round-trip times of the di�erent connections. The round-trip delay ofconnection 3 (to be referred from now on as the short connection) is 11.2 �seconds while that ofconnections 1 and 2 (from now on to be referred as long connections) is 16.076 milliseconds. Weexpect D4 to be the bottleneck link in the con�guration. All the sources follow the source policyoutlined in Section 2. The sources are assumed to be greedy, that is, they always set the ER �eld ofevery transmitted RM cell to the peak link capacity of 155 Mbits/sec.Because of the large di�erence in the feedback delay between the long and short connections, andthe small initial rates of the 
ows (ICR), we expect that the short connection (connection 3) willquickly ramp up to acquire a larger than fair share of the bottleneck link bandwidth. This initialstart-up transient is clearly seen in Figure 4.2 which shows the exact evolution of the transmissionrate at the source (ACR) for the three VCs. However, as time passes, the returned RM cells for
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Figure 4.2: Transmission rates (ACRs) of the three connections in the R1 con�guration.the long connections allow them to acquire their fair share, and the short connection releases thebandwidth it acquired during the slow start-up of the long connections. Eventually, all the ratesconverge to their �nal allocation of one-third of the link bandwidth (about 51.5 Mbits/sec perconnection).The behavior of the rate decrease for the short connection during the start-up phase is gradual,rather than in a small number of discrete steps (these steps would have been, in an idealized systemwith zero latency and an instantaneous increase at the sources to the ER value returned in an RMcell, going from link rate, to half the link rate when an RM cell is seen from one long connectionand �nally to a third of the link rate when the RM cell from the other long connection is seen). Thereason for the slower than ideal decrease in the ACR for the short connection is because of the sourceincrease policy and the allocation based on CCR. During the transient buildup of transmission ratefor the long connections, the CCR transmitted in RM cell is smaller than the ER value; since theallocation at the switches is based on the CCR value (which is necessary to avoid under-utilization),the result is an allocation that is smaller than the ER value returned previously by the switch.As the long connections gradually increase their rates, the CCR values in their RM cells increase,causing a corresponding reduction in the ER values returned to the short connection.It is important to note the small overshoot in the transmission rates of the long connectionsbefore convergence is �nally reached. This overshoot is a direct result of the allocation based onCCR values of the connections, and can be explained as follows: Assume that each of the two longconnections transmits at time t1 a forward RM cell with its CCR �eld containing transmission ratesr1(t1) and r2(t1), respectively. These RM cells arrive at Switch 1 at time t2 = t1 + 8 msecs. LetA3(t2) be the current allocation for the short connection in Switch 1 at that time. A computationfor rate allocation is performed at time t2 for each of the long connections. Assume that the RMcell from Connection 1 is the �rst seen by the switch. The updated ER value in its RM cell will nowbe B � (A3(t2)+ r2(t1)), where B is the link capacity. It is easy to observe that, if (A3(t2)+ r2(t1))is less than 2Beq, the ER value signaled to Connection 1 can be larger than Beq . The same ERvalue is also signaled to Connection 2 when its RM cell is processed. When these RM cells reachthe sources of the long connections, the sources attempt to gradually increase their rates to the newER values signaled, resulting in the rates exceeding the fair value Beq temporarily. This overshootis soon corrected when the increased CCRs of the long connections reach the switch, which clampstheir allocations to Beq. However, because of the long feedback delay, convergence to Beq occursslowly at the sources of the long connections.
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Figure 4.4: Queue length at the bottleneck link in switch-1.Notice here that the transient bandwidth over-allocation may be reduced if we update the ER�eld of the RM cells going in the backward direction also. In that case, if the value in the ER �eldcarried by an RM cell is larger than the most recent value of Amax, we update the ER �eld with thenew Amax. This might improve the convergence of the rate allocation process in the general case;however, the modi�cation would have little e�ect in this speci�c example because the congestedswitch is very close to the destination.In Figure 4.2, the transmission rates of the sources converge to their �nal values within 70 msecs.Considering the 16 msecs round-trip delay of the long connections, this is quite reasonable, After therate allocation process is completed, the transmission rates remain constant and the overall behavioris stable as long as the network state remains unchanged (that is, no connections open or close, andthe bandwidth available to ABR tra�c remains constant). We will later study the behavior of thescheme in a more dynamic setting where connections open and close frequently.Although the feedback delay a�ects responsiveness of long connections to network changes, theutilization of the congested link is less a�ected. This is because of the short connection is able toutilize the excess bandwidth of the link while the long connections are gradually increasing theirrates. Figure 4.3 shows the utilization of the link D4. Note that the utilization reaches its maximumvalue within approximately 25 msecs and remains constant thereafter. The maximumlink utilizationreached is about 97%, the theoretical maximum achievable after accounting for the overhead due toRM cells.
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Figure 4.5: Transmission rates for the �ve sets of connections in the modi�ed R1 con�gu-ration with 40 connections.The transient bandwidth over-allocation causes a queue build-up in switch-1, as illustrated byFigure 4.4. The length of the queue is a function of the amount of the bandwidth over-allocationand the duration of the transient phase. As shown in Figure 4.4, however, even in a network witha round-trip delay of the order of 16 msecs, the built-up queue was relatively small, approximately780 cells (approx. 40 Kbytes). Once built up, the queue size remains steady until a change innetwork state occurs, because our target link utilization is set at 100 %.To examine how the allocation algorithm scales with the number of connections, especially withrespect to its convergence time, the required amount of bu�ering and the bottleneck link utilization,we slightly extended con�guration R1. The new con�guration (the �gure is omitted due to spaceconstraints) contains 5 nodes on each side. Every source node on the left now originates eightconnections, thus increasing the total number of VCs to 40. The round-trip delay for the two newsources was chosen identical to that of the long connections in Figure 4.1. Thus, the con�gurationconsists of 32 connections with 16 msecs round-trip delay (long connections), and 8 connections withvery small (about 11.2 �secs) round-trip delay (short connections).The transmission rates (ACR) for the connections in this modi�ed con�guration are shown inFigure 4.5. For simplicity, we have plotted only the transmission rate for a single connection in theset of connections originating at each source node. The behavior of the transmission rates is almostidentical to that of the original R-1 con�guration with three connections. However, convergence ofthe transmission rate to the �nal values is faster than before, taking only about 45 msecs (comparedto 70 msecs with 3 connections). Therefore, the convergence time scales well with increasing numberof connections.As before, setting the target link utilization at 100% can lead to queue buildup at the bottleneckswitch during the transient phase. However, the behavior of the queue size at the bottleneck linkin switch 1, shown in Figure 4.6, indicates that the queue at the bottleneck link does not growrapidly with the number of active connections. An increase by a factor of about 13 for the numberof connections results in increasing the queue size by only a factor of 3. When we increased thenumber of short connections rather than the number of long connections in the R1 con�guration, theincrease in queue size was even smaller, about 30%. This is in spite of choosing a fairly high initialtransmission rate of about 3.1 Mbits/secs in comparison to the �nal rate of 3.8 Mbits/sec for eachconnection. A relatively large initial rate, with multiple increases by the short connections, resultsin the total allocation going beyond the capacity for a short period, but the connections eventually
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Figure 4.6: Queue length for the bottleneck link in switch-1 in the modi�ed R1 con�gurationwith 40 connections .
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Figure 4.7: Utilization of link D4 in the modi�ed R1 con�guration with 40 connection.adjust to their fair share. If desired, the queue sizes can be maintained close to a set target by anadaptive scheme that varies the ER values signaled to the sources based on the target queue sizeand the control delays, using an approach similar to that proposed by Mishra and Kanakia [13].The utilization of the bottleneck link achieves its maximum value somewhat quicker when thenumber of connections is increased. As shown in Figure 4.7, the utilization of the bottleneck linkachieves its maximum in about 15 msecs, compared to 25 msecs for the same con�guration withthree connections. This is due to a combination of the relatively large aggregate initial rate for allthe long connections and the fast ramp-up by the short connections due to their small feedbackdelay. The plot in Figure 4.7 is based on measuring the link utilization at 5 millisecond intervals.Note that, with a large number of low-rate sources, the di�erence in the number of RM cells seenover the measurement intervals can be signi�cant, contributing to the \wavy" nature of the plot.From our observations of the limited increase in the queue size, fast convergence and mainte-nance of high utilization, we believe that the allocation algorithm scales well with the number ofconnections.



4. Interactions of Connections with Unequal Feedback Delays 144.2 Dynamics of TCP Tra�c over ABR Service in a NetworkCon�guration with Unequal Feedback DelaysThe ABR tra�c will not, in general, consist of ATM-layer-generated data only. Many applicationsuse a transport protocol to provide reliable end-to-end transmission of data. Since TCP is currentlythe most widely used reliable transport protocol, ATM will likely be used widely as the datalinklayer for the TCP/IP Internet as a means of evolving from the current infrastructure. Using TCPover the ABR service has the advantage of allowing existing TCP applications to be used in an ATMnetwork, and has the potential for utilizing the bandwidth e�ciently while providing reliable datadelivery. In this subsection we study how the rate allocation algorithm at the ATM layer in
uencesthe behavior of TCP.Of particular interest is to study how the TCP congestion control mechanisms a�ect the behaviorof the rate allocation algorithm. The TCP congestion control algorithm is based on end-to-endwindows and consists of several components. Key components are the slow-start algorithm, acongestion-avoidance mechanism, and an algorithm to estimate round-trip delays. The slow-startalgorithm is used to increase the window-size at start-up by initializing it to one segment anddoubling it once every round-trip time. It is also used to perform congestion recovery on packetlosses. The function of the congestion avoidance mechanism is to probe for additional availablebandwidth in the network by gradually increasing the window at the rate of one segment per round-trip time. The delay-estimation algorithm attempts to maintain a good estimate of the round-tripdelay which is used as a basis to set the retransmission timers. The TCP Reno Version, introducedin 1990, added the fast retransmit and fast recovery algorithm to avoid performing slow-start whenthe level of congestion in the network is not severe to warrant congestion recovery by slow-start.For this study, we use the same R1 con�guration considered in the previous subsection withtwo long connections and one short connection. The only di�erence is that the tra�c of each ABRconnection is now 
ow-controlled by TCP. To avoid packet losses at the sources from a�ecting ourresults, we have assumed a bu�er size at the source IP layer large enough to prevent losses.In addition to studying the initial start-up phase and the steady-state behavior of the connections,we also examine the dynamics of the connections when a packet loss occurs. This is achieved bydropping a cell from a TCP segment from connection 1 at time t = 0:5 seconds. In this case theAAL5 layer at the receiving end will detect a corrupted packet and discard all the remaining cellsfrom that packet. The segment loss is later detected by the TCP source, which then retransmits thesegment.Figure 4.8 shows the ACR values at the sources of the three connections. The source ratebehavior during the start-up phase is similar to that with cell sources, except for the more abruptincrease and decrease steps. This change in behavior is due to the TCP slow-start algorithm whichincreases the window size by doubling it every round-trip time. This produces intervals of timeduring which sources have no data to transmit. Since the source rate is allowed to increase only onthe receipt of an RM cell, the idle intervals produce breaks in the rate increase process. However, theACRs eventually converge to the fair values and remain steady. Since the rate allocation algorithmmaintains a steady allocation regardless of the burstiness of the sources, events at the TCP layer donot in
uence the allocated rates of connections once convergence has been reached. That is, oncethe rate allocation algorithm converges, the behavior is similar to each connection operating over adedicated link with no interference from other connection.
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Link D4Figure 4.11: Utilization of link D4.The source TCP of connection 1 soon detects the segment loss and enters the fast-retransmit and fast-recovery phase after the receipt of three duplicate acknowledgements. This results in its congestionwindow being set to half the size before the packet loss occurred and increased slowly at the rate ofone segment per round-trip time. The cell loss, however, has no e�ect on the other TCP connectionsowing to the isolation provided by the rate allocation algorithm.The overall utilization of the bottleneck link D4 is shown in Figure 4.11. In this case, themaximumutilization is reached within 200 ms after start-up. This long transient phase is because ofthe delays introduced by the TCP slow-start process. The oscillations in the link utilization duringthis transient period are due to the bursty behavior of the TCP sources during slow-start. When allconnections have competed their slow-start phases, the utilization remains steady until the simulatedpacket loss at 0.5 second. Since the ATM source policy we have implemented does not incorporateany provisions for recovering bandwidth from idle sources, the unused bandwidth of connection 1during its recovery phase is not made available to other connections, causing a temporary drop inthe link utilization. However, the utilization is soon restored to its original value when connection 1recovers fully from the packet loss.In summary, the simulation results in this subsection show that substantial improvements infairness and e�ciency in the operation of TCP can be obtained by the use of ABR service inconjunction with our rate allocation algorithm. It should be pointed out, however, that the resultshere assume the ATM rate control loop extending all the way to the end-systems, with no packetlosses at the end-systems. In practice, the control loop may not extend to the end-system, resultingin bottlenecks at the boundaries. In addition, the TCP congestion avoidance algorithm is designedto increase the window until a packet loss occurs; in a rate-controlled ATM network, this may causethe congestion window to grow until its maximum set limit, or until a packet loss occurs in thesource bu�er. This calls for a mechanism to signal the current ATM-layer rate to the source TCPlayer so that the window size can be set not to exceed the current distance-bandwidth product. Thistopic needs further investigation.5 ABR Performance in the Presence of Cross-Tra�cTo further study the fairness and convergence properties of our allocation scheme, we examineits performance in a con�guration where long connections traversing multiple switches interact withcross-tra�c from short connections at one or more hops within the network. The con�guration weuse is shown in Figure 5.1, and will be referred to as the R2 con�guration. Such con�gurations areoften called parking lot con�gurations where additional sources begin to share the network as we gofurther into the network from left to right. In the basic con�guration there are 6 source nodes and
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Figure 5.3: Total utilization of links A and B in the R2 con�guration.
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Figure 5.4: Queue length for switches 2 and 3.There are 16 connections (sets C and D) utilizing link B, all of which share the bottleneck linkC (along with sets A and B). Hence, in steady state, link B should reach a utilization of close to50% (minus the RM cell overhead of 3%). Link A has a total of 32 connections utilizing it, andhence should achieve a utilization close to 100%. The utilizations for these two links are shown inFigure 5.3, and behave as expected. Note also that, because of the relatively small RTT delay forconnection sets C,D,E, and F, both links A and B reach their maximum utilization in less than25 msecs.From Figure 5.2, it takes about 16 msecs for the rates to converge to their �nal allocations.Primarily because of the slightly larger RTT delay for connection sets A and B, there is a transientperiod (as we observed in Figure 4.2), when the arrival rate at a switch exceeds the capacity of theoutput link. This is because the allocation is based on RM cells that were transmitted previously,resulting in a small amount of over-allocation. This causes a queue to be built up in both theswitches 2 and 3 during the transient period. However, the size of these queues is relatively small| about 520 cells for switch-2 and 270 cells for switch 3 (at link A). The queue size for switch-2 islarger because of the larger RTT delay for connections A and B that go through it.
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Figure 5.5: Probability density function for the burstiness of VBR tra�c.5.2 Performance of ABR Tra�c Mixed with VBR Tra�cUp to now, we have focused on the rate allocation process when considering only ABR tra�c. Itis important to examine the ability of the scheme to adapt to changes in the available bandwidth,when there is a mix of high-priority tra�c such as video and voice. In this section, we study thee�ects of variable-rate real-time tra�c (VBR tra�c) on ABR tra�c that is rate-controlled using ourrate allocation algorithm.In this set of simulation we use con�guration R2 again, but now each source consists of four VBRand four ABR connections, instead of the eight ABR connections in the ABR-only experiments. Allthe ABR connections request peak bandwidth. The VBR connections have an allocated bandwidth,which is based on the average rate for the video data generated by the application.The VBR tra�c is based on the model described by Heyman et. al. [15]. One frame of video datais generated approximately every 1/25 seconds (the model assumes a PAL system, not an NTSCsystem which transmits 30 frames/sec) and the size of the frame expressed in number of cells followsthe probability density function given in Figure 5.5. The resulting process has a distribution thatgenerates data with an average rate of about 1.5 Mbits/secs. We reserve, in all the links on the pathfrom the source to the destination, a bandwidth of 1.9 Mbits/sec for each VBR connection. Thus,the average utilization of the reserved bandwidth for a VBR connection is expected to be about75%.Overall, there are 16 VBR and 16 ABR connection sharing each of the links A and C. LinkB carries eight VBR and eight ABR connections. Therefore, a total of approximately 1:9 � 16 =30:4 Mbits/sec is reserved for VBR tra�c on links A and C, and about 1:9� 8 = 15:2 Mbits/sec onlink B. The VBR tra�c is expected to occupy on the average about 15% of the available bandwidthon links A and C, and about 7.5% on link B.The VBR tra�c generated with the model described earlier may exhibit very bursty behavior. Inorder to limit the burstiness of each VBR connection, we shape its tra�c using a token bucket. Thebucket size is set to 50 cells and the rate of token arrival was set to be equal to the bandwidth reservedto each connection, that is 4,500 cells/sec=1.9 Mbits/sec. In order to avoid any synchronizationbetween the video streams as much as possible, the corresponding VBR connections open at randomtimes that are uniformly distributed in the interval (0,50 msecs). The signaling activity of openingand closing of a VBR connection is simulated by sending a special cell through the path of theconnection, informing the switches on the path about the open/close request. The cell which requeststhe opening of the connection also carries the the requested bandwidth for the VBR connection. Asa result, the available bandwidth to be allocated for ABR connections dynamically changes basedon the requests for opening and closing of the VBR connections.
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Figure 5.6: Utilization of links A and B due to VBR tra�c only.We assume that the VBR and ABR classes of tra�c are bu�ered in the switches in separatequeues. Scheduling between the two classes is based on static priorities, with the VBR tra�c alwaystaking higher priority. Thus, the switch transmits an ABR cell only when the VBR queue is empty.Since we are primarily interested in the e�ect of VBR service on the ABR class, we use a singleFIFO queue for all VBR tra�c. As always, we assume that the ABR tra�c share a single commonFIFO queue at each outgoing link of a switch.To provide an estimate of the portion of the link bandwidths used by VBR tra�c, Figure 5.6shows the utilization of links A and B due to VBR tra�c only. The VBR utilization of link A isabout 15% and that of link B about 7%. The spikes in the plots are because of the burstiness of theVBR sources. This burstiness is due both to the allowed burstiness of a single connection (cells maybe transmitted at peak rate when there are tokens in the token bucket), and to multiple connectionstransmitting video frames simultaneously.Figure 5.7 shows the ACR for a representative ABR connection from each source node (otherconnections from the same source exhibit similar behavior). The rate allocation process convergesquickly (within 50 msecs) to the �nal allocation. After convergence, the rate allocated to eachconnection is a fair share of the available bandwidth: this is the total bandwidth minus thebandwidth reserved for VBR tra�c. Here, the bandwidth available to ABR tra�c on links Aand C is 124.6 Mbits/sec and therefore each ABR connection has an available capacity of about7.8 Mbits/sec.The expected link utilization is close to 100% for link A and 50% for link B. However, theinstantaneous link utilization (averaged over 5 msec intervals) exhibits spikes as shown in Figure 5.8.Accounting for the overhead of 3% of the available bandwidth for RM cells, the utilization of thelinks is close to the maximumattainable for both the links A and B. The di�erence is simply becauseof the over-allocation of bandwidth that we did for the VBR connections: on the average, the VBRtra�c should utilize only 75% of its allocated bandwidth. However, this conservative over-allocationfor the VBR connections has the desirable side e�ect of maintaining the queue sizes small. Althoughthe utilization is kept high, the queue sizes for ABR tra�c remain small even in the presence of VBRtra�c. The queue lengths for ABR tra�c in switches 2 and 3 are shown in Figures 5.9 and 5.10,respectively. The queue sizes have an average of about 50 cells (which is also the size of the tokenbucket of a VBR connection) and a maximum of about 200 cells in steady state.Figure 5.11 shows the behavior of the ACRs of the ABR connections when the VBR connectionsopen in a staggered fashion. Six VBR connections (one from each source) open every 100 msecs
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Figure 5.7: ACR for each connection set.
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Link BFigure 5.8: Total utilization of links A and B.starting at time t = 0 seconds. Then, at time t = 0:5 seconds, these VBR connections start closingin a similar manner; that is, one VBR connection from each source closes every 100 msecs. Anytime a VBR connection opens or closes, the bandwidth available to the ABR connections changes.Therefore, a recomputation of the transmission rates for the ABR connections is triggered. Asshown in the �gure, the convergence to the �nal allocation after each change in available bandwidthis rapid. In the worst case, the rate allocation process is completed within 20 msecs.When a VBR connection opens, the convergence of the ABR connections to the �nal rate is fasterthan when a VBR connection closes. This is because, on opening a VBR connection, the allocationto all the ABR connections decreases, due to a reduction in the available bandwidth. Since allABR connections request peak bandwidth, they are allocated Beq of their available capacity at thebottleneck link, and convergence to this value is rapid. When a VBR connection closes, however,the released available bandwidth is �rst given to the shorter ABR connections. Subsequently, asRM cells are received from the longer connections, the rate allocation process fairly allocates thisbandwidth among all the ABR connections. This explains the longer convergence time on the closingof an ABR connection, and hence a small queue build-up. This queue quickly drains because of thedi�erence between the allocated bandwidth for the VBR connections and their average rates.Our results suggest that the rate allocation algorithm will perform well even in the presenceof di�erent service classes. For the speci�c con�guration considered, its performance was e�cient
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Figure 5.9: Queue size for ABR tra�c { Switch 2.
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Figure 5.10: Queue size for ABR tra�c { Switch 3.
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Figure 5.11: ACR for each connection set with staggered opening and closing of VBRconnections at 100 millisecond intervals.



6. Performance of TCP in a Dynamic Environment 23and scaled well with the number of connections. However, further work is needed to understand ingreater detail the dynamics of the algorithm in more general network con�gurations.6 Performance of TCP in a Dynamic EnvironmentIn Section 4.2, we examined the behavior of the rate-allocation algorithm in a network con�gu-rations with only TCP-generated ABR tra�c. In practice, TCP tra�c may share the network withATM-layer-generated ABR tra�c. In addition, ABR connections may open and close frequently,thus triggering re-allocations of transmission rates at the switches frequently. In this section, westudy the performance of TCP in a network con�guration in which TCP connections share the linkswith connections from ABR cell source which are made to open and close continually.The con�guration we use for the simulations in this section is identical to the parking-lotcon�guration R2, except that the number of connections is di�erent. The modi�ed con�guration isshown in Figure 6.1, and will be referred to as the R3 con�guration. Each of the links has a capacityof 155 Mbits/sec and a propagation delay of 1 msec. Two types of connections are simulated: Thereare eight TCP connections that start up at time 0 and are kept open throughout the simulation.In addition, there are four ABR connections that carry ATM-layer-generated tra�c. To simulate adynamic network environment, the latter connections are made to open and close randomly, thuschanging the bandwidth available for allocation at the switches to the TCP connections. The ONand OFF periods of these connections are exponentially distributed, with a mean of both set to100 milliseconds. Note that this mean interval is more than 10 times the round-trip delay of thelongest connection.Tra�c from TCP connections is destined to output link A of switch 3, while the remainingtra�c is destined to output link B of the same switch. Since TCP connections 7 and 8 are notbottlenecked anywhere in the network except at switch 3, under ideal conditions the utilization oflink A can approach 100%. However, because of the overhead due to the SONET physical layer,ATM cell header, RM cells, etc., the maximum achievable e�ective throughput for TCP is onlyabout 87% of the available link capacity, that is, about 135 Mbits/sec.The random opening and closing of the ATM-layer connections trigger frequent re-computationsof the allocations at the switches. To observe the e�ect of possible transient over-allocations duringthe convergence of the algorithm,we chose a very small bu�er size of 1 Kbyte for the switches, making
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Average Throughput - Link A (Buffer size = 1Kbytes)Figure 6.3: Average TCP throughput on link A (1 Kbytes bu�er size).a packet loss very likely if a transient over-allocation occurs during convergence of the algorithmafter a change in the connection states. Note that the bu�er size of 1 Kbytes is much smaller thanthe largest TCP segment; thus, it would be di�cult for TCP connections to make sustained forwardprogress if this were a datagram-based network.Figure 6.2 shows the progress of the sequence numbers for the eight TCP connections. All ofthe connections make steady progress and, except for the two connections closest to the destination,their throughputs are almost identical. Connections 7 and 8, being closest to the destination, areable to use more than their fair share during transient periods after the closing of a connection,when the new allocations have not yet reached the longer connections. Note that this behavior doesnot represent any inherent unfairness in the rate allocation algorithm, but is due to the delay of thecontrol loop.The aggregate throughput sustained by the TCP connections (as averaged from time t =0 seconds) sharing the link A is shown in Figure 6.3. It is interesting to observe that, even withonly 1 Kbyte of available bu�er, not only all the connections make steady progress, but the averagesustained throughput is about 60% of the maximum attainable throughput of 135 Mbits/sec.7 ConclusionATM's Available Bit Rate (ABR) class of service has been proposed as the service appropriatefor carrying data tra�c. Congestion management is an inherent part of the ABR service. Thisis because little, if any, knowledge is assumed for the characteristics of the application-generatedtra�c, and connections are allowed to opportunistically take advantage of the available capacity in



7. Conclusion 25the network for transmitting data. Some of the goals of the ABR class of service are to achievee�ciency in utilizing the available bandwidth, maintain very low cell-loss and delay, and to achievesome degree of fairness. One of the suggested fairness goals is that the VCs achieve rates that aremax-min fair. The approach taken in the ATM Forum has been to specify the end-system behavior,while allowing some vendor latitude in the algorithms adopted in the switches to support the ABRclass of service.We had proposed a rate allocation algorithm in switches, that achieves, in the steady state,a max-min fair allocation of the available bandwidth, while being e�cient and scalable [5]. Thescalability comes from the fact that the algorithm is of constant complexity (O(1)), where a �xedamount of work is performed for each resource management (RM) cell that is received by the switch.In this paper, we evaluated the performance of the explicit rate allocation algorithm in avariety of network con�gurations and with a diverse range of workloads. We examined the fairnesscharacteristics in a con�guration where connections with widely di�erent round-trip times (and hencefeedback delays) share a common bottleneck. This may be representative of environments where aswitch in the premises of an end-user has both local LAN connections and WAN connections goingthrough it. Traditionally, feedback-based congestion control mechanisms have shown a bias towards
ows with a short round-trip time when they co-exist with long round-trip time 
ows. Because ofthe rate allocation mechanism we use here, this bias is eliminated, and we see a fair allocation evenunder the extreme condition where the round-trip times di�er by three orders of magnitude.We also show that the proposed allocation algorithm retains several desirable characteristicsas we scale in the number of connections. We increased the number of connections from 3 to 40(with a predominance of long round-trip time connections), and observed that the fairness propertiesare maintained. Convergence to the steady-state max-min fair allocation is even more rapid. Thequeueing requirements go up only by a factor of 3 with the increase from 2 to 32 of the long-round-trip time connections (with 16 milliseconds round-trip time). This is in-spite of the initial rate ofthe connections being over 80% of their �nal steady-state rate.An important requirement for the ABR service is that it mesh well with traditional higher-layer protocols such as TCP/IP. It is well known that TCP exhibits unfairness when multiple TCPconnections sharing a bottleneck link have widely di�erent round-trip times. We show that TCPrunning over ABR avoids this unfairness: in the R1 con�guration, throughputs of all the three TCPconnections are fair; there is a dramatic reduction in the queueing requirements at the bottlenecklink; and no packet losses occur due to congestion, because the total queue occupancy in the switchesis less than 1K cells (the switch bu�er is shared among all the connections in a FIFO manner).An observation we make is that TCP running over ABR with our allocation algorithm continuesto increase its window size up to the maximum allowed by the source, in the absence of anycongestive loss. We assume that in a realistically designed end-system, there would be back-pressurefrom the datalink layer to the higher layers on that system to avoid any loss internally within theimplementation of the protocol stack. Thus, since the congestion management algorithms in ATM'sABR service maintains the switch queue lengths small, the only time when TCP's congestion recoveryprocedures need to be invoked is when there is a packet loss. We �nd that the recovery mechanismsin TCP (fast retransmit and fast recovery) due to a packet loss (when \slow start" is not triggered)reasonably mesh with the ATM ABR congestion management/rate allocation scheme studied here.The loss in useful link utilization during the recovery interval is brief and reasonably small.Another important need is for ABR 
ows to operate well when there are higher-priority VBR
ows co-existing with the ABR tra�c. In our simulations of ABR connections in the presence of
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