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Chip and Package Co-Design of Clock NetworksQing ZhuabstractThis dissertation presents the new concept of chip/package co-design for clock networks.Constructing a large 
at size clock network that achieves zero skew is very challenging inVLSI design. Two new concepts are presented in this dissertation: (1) Since the packagelayer has far smaller RC interconnect parameters than a chip layer, placing the global clocktree on the package layer can decrease the skew, delay and wire capacitance signi�cantly.(2) Using tolerable skew constraints between sequentially adjacent registers in synchronouscircuits can simplify the clock distribution and reduce the total wire length of the clock treesigni�cantly.We proposed a new clock distribution scheme which partitions the clock network intotwo levels. First, the clock terminals are partitioned into a set of clusters. For each cluster,a local on-chip clock tree is used to distribute the clock signal from a locally inserted bu�erto terminals inside this cluster. The clock signal is then distributed from the main clockdriver to each of local bu�ers by means of a global clock tree, which is routed on the packagelayer. Flip chip area I/O connections are used to make the connections between the globalclock tree and the on-chip local clock trees.Algorithms are proposed to construct a planar equal path length tree for the global clocktree. Since it is planar, the global clock tree can be embedded on a single package layer,reducing the delay and attenuation through vias as well as sensitivity to process variations.The global clock tree is further improved iteratively to reduce the total wire length whilemaintaining the tolerable skew constraints. The skew constrained cut-and-link tree plays akey role in the iterative re�nement.



A clock sizing technique is used to decrease the skew of the global clock tree if thetolerable skew constraints are not satis�ed. The optimal clock sizing problem is solved bya least square minimization method.In addition, this dissertation investigates the delay bounded minimum Steiner treeproblem. Delay bounded minimum Steiner tree can be used for the interconnect treeconstruction when the interconnect delay becomes signi�cant. A new iterative algorithm isproposed to construct a delay bounded minimum Steiner tree.Keywords: clock network, clock distribution, clock routing, net clustering, interconnecttree, package and chip co-design, 
ip chip, area I/O, multichip module
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1. Introduction 1CHAPTER 1. Introduction
Clocking is a major topic in high-speed digital system design. The clock frequencydetermines the CPU data processing rate1, and the bus data transmission rate for I/Ocircuits and memories.2 Digital system designers usually strive to maximize the clockfrequency in order to achieve high system performance. Figure 1.1(a) shows the expectedclock frequencies used in CPUs in the near future. Besides using a fast circuit family forlogic and storage elements, a good clock distribution network is critical to attain a highclock frequency, which is the major research topic of this dissertation.1.1 Clock DistributionClock distribution is one of the limiting factors for digital circuits operating above80MHZ. Device technology improvement, such as deep-submicron with faster transistors,can only marginally solve the clock distribution problem because interconnect delay isgradually becoming the dominant factor in clock cycle time. Figure 1.1 and Figure 1.2 showthe IC technology progress in the near future. Technological achievements such as smaller1The CPU data processing rate is the ratio of the clock frequency to the average number of cycles requiredto execute an instruction.2The data transmission rate of I/O and memory buses is the product of the clock frequency and the buswidth.
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(a) (b)Figure 1.1: (a)Trend of clock frequency in CPUs. Source: SIA road map. (b)Trendof interconnect delay vs. intrinsic gate delay. Source: Shin-Puu Jeng, TexasInstructment Corp.feature sizes, larger chip area, and increased component density are increasing the di�cultiesof clock distribution since they usually result in higher series interconnect resistance andhigher loads for the clock distribution network. As a result, it is extremely di�cult to switcha large clock load at a high frequency.The major concerns of clock network design are: clock skew, path delay and powerdissipation. These issues are described below:� Clock skew: the variation in the arrival times of a clock signal to clocked registers(
ip-
ops or latches). The skew is caused by variations in the delays from the clocksource to the registers in the clock network, as shown in Figure 1.3.� Clock path delay: the delay from the clock source to clocked registers. In order toreduce the path delay, we drive the clock network by either a single large driver or amulti-stage bu�ered clock tree (Figure 1.4).
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(a) (b)Figure 1.2: (a) Trend of chip size. Source: SIA road map. (b) Trend of chip I/Onumber. Source: SIA road map.� Clock power: the combination of the power dissipation due to switching the loadcapacitances and the short-circuit power of the clock driver and clock bu�ers. Thepower consumed by the clock is often a signi�cant portion of the overall powerconsumption, because the clock has heavy clocked loads and a large amount of wiringcapacitance.The performance of most VLSI systems is guaranteed if the clock skew and delay canbe controlled across the entire system. There are several schemes to do this and most workreasonably well at relatively low frequencies and small chip sizes. As the frequencies andchip sizes increase, the problems associated with controlling clock skew and clock delaybecome more apparent. In addition, reducing the power dissipation by decreasing the wirecapacitances of the clock network is helpful for low power circuits.A new methodology is presented in this dissertation to achieve the controlled skew, low
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1. Introduction 5delay and low power based on a new concept called chip and package co-design of clocknetworks. This methodology and related algorithms have been implemented in ANSI Cprograms.1.2 Flip Chip and Area I/O TechnologyIn deep submicron (feature sizes of 0:5�m or less) processes, long interconnect delaysdominate gate delays and limit the chip performance. With increasing I/O counts, chipsbecome too small to accommodate all the I/Os using peripheral pads. Further decreasingof the bond pad pitch (distance between centers of two adjacent pads) causes reliabilityproblems with the wire bonding technology. More and more chips will become pad limited.For low power systems with supply voltages of 3V or less, logic levels become sensitive tosimultaneous switching noise due to large wire bond inductances. Even with increasingon-chip circuit speeds due to reduced process feature sizes, the o�-chip delays from the chipI/Os to the package leads are becoming serious which limits the performance of an entiresystem.In 
ip chip technology, the die is attached to the package via solder bumpers withpads arranged over the chip surface. The area I/O bond pads on the bare chip are solderbumped. The chips are placed face down directly on the package substrate and then thesolder bumps are re
owed at high temperature. Figure 1.5 shows the 
ip chip assembly in aball grid array (BGA) package. Flip chip technology [Bak87, Fry93] is becoming popular forhigh-performance and high-density VLSIs. It provides a number of advantages including:1. Very short lead length, which reduces the lead inductance and hence the noise level.2. Large numbers of area pads in addition to peripheral pads. The area I/O connectionsof 
ip chip, rather than peripheral I/O connections in wire bonding and TAB tech-nologies, provide the ability to use package level layers for global connections that



1. Introduction 6were previously routed entirely on chip.
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(b) Multichip moduleFigure 1.5: Flip chip assembly for single chip package and multichip module.Multi-chip module (MCM) technology eliminates the single chip packages and packagesmultiple bare dies together on a high wiring density substrate (Figure 1.5(b)). By eliminat-ing the single-chip packages, the bare dice are placed closer together in MCMs resulting in



1. Introduction 7lower chip-to-chip delays. In high speed multichip modules, several 
ip dice are mounted ona 
ip chip attachment provides the smaller delay from chip to package and the MCM pack-age provides the smaller delay from chip to chip. Substrates operating at 400MHZ havebeen reported [GFK+93]. These substrates use redesigned I/O bu�ers to reduce powerconsumption by 6:0X , and increase performance by 2:5X when compared to conventionalCMOS bu�ers.Flip chip based VLSI systems and MCMs usually work at very high clock frequenciesand have to meet the challenging goals of small skew and small delay. However, when MCMtechnology is used for lap-top computers and communication network circuits. Another goalis low power dissipation. MCM and 
ip chip technologies improve the performance of theclock distribution by signi�cantly decreasing the lead inductance of o�-chip I/O bondingsand decreasing the chip-to-chip interconnect lengths. However, the most signi�cant advan-tage provided by the area I/Os in the 
ip chips is that the on-chip global clock tree can bere-assigned to the package layer which has far smaller interconnect RC parasitics. The clockskew, clock delay and clock wire capacitance of the global clock tree will be dramaticallyreduced.1.3 Advantages of Assigning Global Clock Tree to Package LayerBecause of the increased number of I/O connections avaliable with 
ip chip technology,it is feasible to route the global clock tree down to the package layers. On-chip interconnectresistance increases as feature sizes are scaled down, especially as we move to deep submi-cron. The package layers provide much wider and thicker interconnects than on chip withusually 10 � 100 times larger interconnect scale. The RC parameters of interconnects canbe far smaller on the package layer. This can be seen from the interconnect scaling prop-erties. For multilayer embedded microstripline, the unit length resistance and unit length



1. Introduction 8Wire width Wire thickness Resistance CapacitanceOn-chip M3 and M2 layer 1.2 �m 0.6 �m 22 m
=�m 0.124 fF=�mOn-package layer 50 �m 50 �m 0.0134 m
=�m 0.0127 fF=�mSolder bump - - 2 m
 1 fFTable 1.1: RC Parameters of Flip Chip and Plastic Package Technologycapacitance are: R � �=wtm; C � �w=ti (1:1)where w is the line width, tm the metal thickness, ti the dielectric thickness, � the metalresistivity, and � the dielectric permittivity. Therefore, if we uniformly scale the interconnectcross-section of a line as well as the dielectric thickness, the per unit length capacitance willremain the same. However, the per unit length resistance is inversely proportional to thearea of the cross-section.Table 1.1 shows a comparison of the unit length RC parameters for plastic package layersand 0:6�m CMOS chip layers. This data is provided by LSI-Logic Corporation[Zhu94]. Forthe same length wire, the wire resistance on a package layer is 1690 times (three orders)smaller than the wire resistance on the M3 and M2 layers of a chip. Meanwhile, the wirecapacitance on a package layer is 10 times smaller than the wire capacitance on the M3and M2 layers of a chip. Note that the RC parasitics of a solder bump are negligible whencompared with the wire RC parasitics.A case study has been done to evaluate the performance improvement when the globalclock tree is assigned to the package layer [Zhu94]. We use the clock network of a chip fromLSI Logic corporation with 13440 clock loads. The RC interconnect parameters on chip andon package are shown in Table 1.1. We redesign the clock tree by putting the �rst level clocktree on a dedicated package layer. HSPICE simulation results are shown in Figure 1.6(c),



1. Introduction 9in which the �rst-level H tree is either on package (new design) or on chip (old design). Thetrunk capacitance and trunk resistance are the sum of the wire capacitances and resistancesin the �rst-level H tree. The clock delay from the clock driver to the loads is signi�cantlyreduced by 13% when assigning the global clock tree to the package layer.

(a) First-level clock tree

First level         First level

clock tree          clock tree         Reduction

on chip    on package

Trunk
capacitance

15.90 pf 1.35 pf 92.0%

Trunk

resistance
104.38 ohm 0.48 ohm 99.9%

Clock delay 7.26 ns 6.33 ns 13.0%

(b)  SPICE Simulation Data

Figure 1.6: Experiment on a chip from LSI-Logic CorporationUsing the package layer for the global clock tree provides a number of performanceadvantages:� It dramatically reduces the clock skew of the global clock tree due to the very lowinterconnect resistance of the package layer. We have obtained 99:9% skew reductionof the global clock tree for testing benchmarks r1-r5 and primary1-primary2 when theglobal clock tree is laid on the package layer instead of on the chip layer. Meanwhile,the path delay of the global clock tree is signi�cantly reduced.� The capacitance of the package level interconnect can be made much smaller as in thetest case shown in Figure 1.6(b).� The process variation problem of clock interconnects [PMP93] would not be a concernfor on package interconnects due to the large wire width.



1. Introduction 10� An additional bene�t results from moving the global clock distribution to the packagelevel: it reduces the density of on chip interconnects by separating the global clocktree. This should allow routers to work at their best for remaining nets on the chip.1.4 Dissertation OrganizationThis dissertation is divided into seven chapters.Chapter 2 describes the chip and package co-design scheme for clock networks. Tolerableskew constraints between registers are used to guide the clock tree synthesis. A skewconstrained net clustering method is presented. Industrial chips and benchmarks are tested.Chapter 3 presents two algorithms for constructing a planar equal path clock tree. Thecorrectness and time complexity are discussed.Chapter 4 describes the skew constrained clock routing approach. An skew constrainediterative cut-and-link tree technique is presented.Chapter 5 describes the clock network sizing technique used to decrease the skew of theclock tree in order to meet the tolerable skew constraints. The clock sizing optimizationproblem is solved by Gauss-Marquardt's least square minimization method.Chapter 6 describes research on the delay bounded interconnect tree construction. Aniterative approach is proposed to construct a delay bounded minimum Steiner tree.Chapter 7 provides future directions to extend the current research and the summary ofthis dissertation.



2. Clock Synthesis Scheme and Skew Constrained Net Clustering 11CHAPTER 2. Clock Synthesis Scheme and SkewConstrained Net Clustering
2.1 Overall SchemeA two-level clock distribution scheme is shown in Figure 2.1. The clock netlist ispartitioned into a set of clusters of clock terminals, and local bu�ers are inserted at everycluster. The �rst level tree or global clock tree connects the clock driver (source) to localbu�ers, and the second level or local clock trees connect clock terminals within every cluster.The global clock tree is routed on the package level and solder bumps are used to connectto on-chip local bu�ers. A physical implementation of the two-level clock tree on the chipand package levels is shown in Figure 2.1(b). The local clock trees and the active clockdriver and local bu�ers are implemented on chip.The two-level clock tree is synthesized using the following principle stages. Figure 2.2outlines these stages which are applicable to single chip packages and multi-chip modules.� Net clustering: partitioning the clock net into a set of clusters of neighboring clockterminals.� Bu�er assignment and local clock routing: inserting the local bu�er and constructingthe local clock tree for every cluster.� Global clock routing: constructing the global clock tree from the clock driver to the
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(a) Two level clock tree.
package

clk
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global driver

local clock trees
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(b) Physical implementation of two-level clock tree on chip and package.Figure 2.1: Clock distribution schemelocal clock bu�er of each cluster.Instead of zero skew or a worst case skew bound, tolerable skew constraints betweenclocked registers are used to guide the net clustering and clock routing. Figure 2.3 showsthe skew distribution in a daisy chain of clocked registers driven by a local clock bu�er. The
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local clock routing
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Figure 2.2: Principal stages in clock synthesis schemedata is obtained using 0:6� CMOS technology shown in Table 1.1 with load capacitanceCg = 1:0fF and the skew is evaluated using Elmore delay.1 Adjacent registers are separateduniformly by 50�m. Figure 2.3 shows the worst case skew between the nearest register andthe farthest register in the daisy chain. In this worst case, the nearest register and thefarthest register are sequentially adjacent in the logic circuit with skew constraints.Because of the small routing area within a cluster, the skew is tolerable when the localtrees are routed using daisy chains or minimum Steiner trees. This is demonstrated by theskew curve in Figure 2.3. So, the local clock tree is routed as the Manhattan minimumspanning tree for the smallest total wire length. The local bu�er is inserted at the centerof the cluster in order to simultaneously reduce the skew and path delay of the local clocktree as illustrated in Figure 2.4.Cluster Center: given a set of clock terminals in a cluster with location (xi; yi) and load1Refer to the appendix for the detailed modeling of a clock network and the delay analysis approach.
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Figure 2.3: Skew distribution for daisy chains of clock terminals. Shorter daisychains have very small skew which may satis�es the skew constraints of sequentialregisters.capacitance ci (1 � i � m), the center (x0; y0) of a cluster is de�ned asx0 = mXi=1 xici=m; y0 = mXi=1 yici=m (2:1)Clock net clustering is optimized under the tolerable skew constraints between clockedregisters, and the method is described in the following sections. The global clock treeconstruction approach will be presented in Chapter 3 and Chapter 4.2.2 Tolerable Skew Concept in Synchronous CircuitsA multi-stage synchronous digital system is shown in Figure 2.5. Data (signals) aretransferred from IN to OUT along the parallel data paths via registers; the register is eitherthe 
ip-
op or the latch. A block of combinational logic is inserted between a pair ofsequentially adjacent registers (Ri and Rj as shown in Figure 2.5(b)).
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(a) Buffer is at side

(b) Buffer is at center

Figure 2.4: Local bu�er is inserted at the cluster center in order to reduce theskew and path delay of the local clock tree.The central clock is distributed to every register in the circuit. Clock skew is thedi�erence of clock delays to registers along the clock tree, which possibly makes two logichazards: double clocking and zero clocking[Fis90, NF95]. The two kinds of hazard with therequired clock skew limits are described as follows.Each register is characterized by the set-up time, SETUP, and the hold time, HOLD.2In Figure 2.5(b), the block of combinational logic between a pair of adjacent registers (Riand Rj) is characterized by the path delays d(i; j), the shortest path delay, dmin, and thelongest path delay, dmax. Since there are multiple paths from Ri to Rj , dmin and dmax arecomputed as the minimum and maximum of these path delays. The clock delays from thecentral clock source to Ri and Rj are ti and tj .Shown in Figure 2.5(b), if tj > ti + d(i; j), then when the positive clock edge arrives atRi, the data \race ahead" through the fast path, destroying the data at the input to Rjbefore the clock gets there. When the clock �nally arrives at Rj , the wrong data are clocked2Registers in the circuit may have variable values of the set-up time and the hold time.
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(a) Data paths and clock tree. (b) Adjacent registersFigure 2.5: Clock skew constraints between sequentially adjacent registers in datapathsthrough. Since the data are clocked through two sequentially adjacent registers with oneclock edge, this has been called double clocking. To avoid double-clocking between Ri andRj , the data edge generated at Ri by a clock edge must arrive at Rj no sooner than a periodof time HOLD (Rj) after the latest possible arrival of the same clock edge. Hence, to avoidthe double clocking [Fis90], we have the positive skew constraint when tj � ti:tj � ti � dmin(i; j)�HOLD (2:2)Analogously, zero-clocking can be used to designate the case when the data reachthe register too late relative to the next clock edge. This occurs in Figure 2.5(b) whenti + d(i; j) > tj + P , where P is the clock period. To avoid zero clocking, the data edgegenerated at Ri by a clock edge must arrive at Rj no later than SETUP (Rj) amount oftime before the earliest arrival of the next clock edge. Hence, to avoid the zero clocking



2. Clock Synthesis Scheme and Skew Constrained Net Clustering 17[Fis90], we have the negative skew constraint when tj � ti:ti � tj � P � dmax(i; j)� SETUP (2:3)Tolerable skew exists in a synchronous circuit:1. Registers (
ip 
ops) that are sequentially adjacent have tolerable skew constraintexpressed by (2.2) and (2.3).2. Registers (
ip 
ops) that are not sequentially adjacent have no direct skew constraints.2.3 Intra-Cluster and Inter-Cluster Skew ConstraintsThe intra-cluster skew constraints are imposed by the sequentially adjacent registerslocated in the same cluster which are expressed in (2.2) and (2.3). The delays of the localclock tree needs to satisfy these intra-cluster skew constraints. The sequentially adjacentregisters located in di�erent clusters impose the inter-cluster skew constraints that thedelays of the global clock tree need to satisfy.Given a pair of sequentially adjacent registers Ri ! Rj located in two clusters C1 andC2, Ri and Rj satisfy the positive skew constraint and negative skew constraint expressedin (2.2) and (2.3). Let ti be the path delay from the global clock driver (clock source) toRi, which is composed of three items: the delay tg1 in the global clock tree from the driverto the local bu�er of cluster C1, the intrinsic bu�er delay tb1, and the delay tli in the localtree from the local bu�er to Ri, as illustrated in Figure 2.6.ti = tg1 + tb1 + tli (2:4)Similarly, the delay from the global driver to Rj is
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inter-cluster
skew constraints

sequential registers

global clock tree
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Figure 2.6: Inter-cluster skew constraints are derived from the positive and nega-tive skew constraints of sequential registers located in two di�erent clusters.tj = tg2 + tb2 + tlj (2:5)Inter-cluster skew is de�ned as the delay di�erence from the global driver to the outputsof local bu�ers that is: (tg1 + tb1)� (tg2 + tb2) or (tg2 + tb2)� (tg1 + tb1). Satisfying the positiveskew constraint between any pair of sequential registers Ri 2 C1 and Rj 2 C2 with tj � ti,we have the forward inter-cluster skew constraint from C1 to C2:(tg2 + tb2)� (tg1 + tb1) �MIN(tli � tlj + dmin(i; j)�HOLD) (Ri 2 C1; Rj 2 C2) (2:6)Satisfying the negative skew constraint between any pair of sequential registers Ri 2 C1and Rj 2 C2 with tj � ti, we have the backward inter-cluster skew constraint from C2 toC1:



2. Clock Synthesis Scheme and Skew Constrained Net Clustering 19(tg1+tb1)�(tg2+tb2) �MIN(tlj�tli+P�dmax(i; j)�SETUP ) (Ri 2 C1; Rj 2 C2) (2:7)Based on (2.6) and (2.7), the inter-cluster skew constraints are usually tighter than intra-skew constraints, because the inter-cluster skew constraints are derived to satisfy the small-est skew constraint of sequential registers in two clusters as well as compensating the delaydi�erences of local trees. So, in the net clustering procedure, we combine sequential regis-ters with tighter skew constraints in the same cluster in order to give more tolerable skewbudget to inter-clusters.2.4 Skew Constrained Net Clustering MethodNet clustering procedure partitions the clock terminals into a set of isochronous clusters.Isochronous Cluster: within this cluster the intra-cluster skew constraints are satis�edby the local clock tree.Two objectives are achieved in the net clustering.(a) Neighbor registers with tighter skew constraints and closer locations are combined inthe same cluster in order to give more tolerable skew budget between clusters. Theinter-cluster skew constraints are usually tighter than intra-skew constraints.(b) The number of clusters is minimized. Minimizing the cluster number is to reduce thearea pads needed for the clock distribution. In addition, less clusters needed to beconnected by the global clock tree result in less total wire length.Given a set of clock terminals distributed in a plane, we construct a Delaunay trian-gulation graph G(V, E) to represent the neighboring in locations of clock terminals. Eachvertex in V represents a clocked terminal. Each edge in E connects two neighbor clockterminals.



2. Clock Synthesis Scheme and Skew Constrained Net Clustering 20For every pair of neighbor clock terminals R1 and R2 with an edge e connected in theDelaunay triangulation graph G(V, E), we de�ne D(e) as the distance between R1 and R2.If R1 and R2 are also sequentially adjacent registers in the logic circuit (signal path is fromR1 to R2 as shown in Figure 2.5), we de�ne sp as the positive skew constraint from R1 toR2, and sn as the negative skew constraint.Weight S(e) is associated with each edge e(R1; R2) 2 E which is de�ned as follows:S(e) = 8>>>>>><>>>>>>: D(e)� �MIN(sp;sn) e intervenes two sequentially adjacent registers R1 ! R2.� > 0 is an adjustable parameter.D(e) e intervenes two non-sequentially adjacent registers. (2:8)Weight S(e) is the combination of the closeness and the skew constraint tightness betweentwo neighbor registers. The smaller edge weight in the Delaunay triangulation graphrepresents that two neighbor registers have tighter skew constraints or closer locations.A edge may have negative weight for two sequentially adjacent neighbor registers with tightskew constraints. The weighted Delaunay triangulation graph is shown in Figure 2.7.With each subset Vi of V , we de�ne I(Vi) as the sum of S(e) of all edges connectingboth vertices belonging to Vi: I(Vi) = Xe(Rj2Vi;Rk2Vi)S(e) (2:9)Skew Constrained Clock Net Clustering Problem: Given a Delaunay triangulationG = (V;E) of clock terminals (registers), with a weight function S(e) for every edge e 2 Ede�ned in (2.8), �nd a family of n disjoint subsets of V with Sni=1 Vi = V , such thatPni=1 I(Vi) is minimized for the smallest n admitting every Vi to be an isochronous cluster.
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Figure 2.7: Weighted Delaunay triangulation to represent the trade-o� of skewconstraint tightness and closeness between neighbor registers.A heuristic algorithm is used for the skew constrained clock net clustering, which isbased on the recursive bottom up nearest merging method. De�ne the closeness function asthe edge weight S(e) of two neighbor vertices in G. All edges in the Delaunay triangulationare pre-sorted by the increasing order of edge weights. Initially, a set of clusters is formedwith each clock terminal in one cluster. The clustering process merges recursively twonearest clusters if the merged cluster satis�es the intra-cluster skew constraints. The processterminates when it can not merge anymore clusters because of the skew constraints in theclusters. A set of isochronous clusters (intra-cluster skew constraints are met in all theseclusters) is thus obtained.Local clock tree construction is called recursively in the clustering process to verify theintra-cluster skew constraints. We use the Manhattan minimum spanning tree to constructthe local clock tree.



2. Clock Synthesis Scheme and Skew Constrained Net Clustering 222.5 Experimental ResultsWe have implemented the chip and package clock co-design methodology in ANSI C witha MOTIF/X-window user interface. The program has been integrated into UC Santa CruzSURF system [SJDD93] for MCM and package routing. Clock net clustering is accomplishedbased on the Delaunay triangulation [Lu91].We tested a large industrial mixed standard cell and macrocell chip from LSI LogicCorporation, which has 3879 registers as shown in Figure 2.8. It uses the 0:6�m CMOS 
ipchip technology and plastic package, and the electrical parameters are shown in Table 1.1.The local clock tree is routed on M2 and M3 layers with 1:2�m interconnect width, andthe global clock tree is on package layer with 50�m interconnect width. The distributionof clocked registers and the Delaunay triangulation is shown in Figure 2.9(a). The clocknet clustering is done as shown in Figure 2.9(b). Uniform size 0:6�m CMOS local bu�ersare added at the cluster center, and the skew of local bu�er delay mismatch is reduced byusing the bu�ers with the same size and the same process. The clock skew is caused mainlyby the di�erence of interconnect delays in the two-level clock tree. Local clock trees withinevery cluster are routed with Manhattan minimum spanning trees.We tested benchmarks r1-r5 [Tsa91b] and primary1-primary2 [JSK90] to evaluate theperformance of the proposed clock synthesis methodology. Registers (clock terminals) areassumed to have the unique skew bound 0:05ns (smaller one of positive and negative skewbounds) for testing the benchmarks. All local clock bu�ers take the uniform 8X 0:6umCMOS inverter with the electrical data derived from [Bak87] with the output resistance396
, the input capacitance 80fF and the intrinsic delay 0:035ns. The global driver is16X inverter size with the output resistance 198
. The chip parameters are provided inbenchmarks by [Tsa91b, JSK90], the package and solder bump parameters are shown in
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(a)Figure 2.8: Mixed standard-cell/macrocell layout of testing chip with 3879 clockedregisters.Table 1.1. Table 2.5 shows the results. The RC delay from the global driver to the clockterminal is obtained by summing up three parts through the clock tree: dg through theglobal clock tree plus the delay through the solder bump, db the intrinsic delay of the localbu�er and dl the delay through the local clock tree:d = dg + db + dlThe solder bump adds the load capacitance of the global clock tree in the delay calcu-lation. The skew is reported by the maximum di�erence of delays from the global driver toclock terminals through two-level clock trees. The dynamic power P = CVdd2f is linear tothe total capacitance C of the clock tree, where Vdd is the supply voltage and f the clockfrequency. Table 2.5 shows the total capacitance which consists of four parts:
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(a)Delaunay triangulation and clock terminal distribution.
(b) (c)Figure 2.9: Testing chip: clock net clustering result. (a) Delaunay triangulationand clock terminal distribution. (b) Clustering of clock terminals; every cluster isconnected by minimum Spanning tree. (c) Part of clustering result (left-bottomcorner of (b))



2. Clock Synthesis Scheme and Skew Constrained Net Clustering 25C = Cw + Ct + Cb + Cswhere Cw is the total wire capacitance, Ct the total gate capacitance of clock terminals,Cb the total gata capacitance of local bu�ers, and Cs the capacitance of solder bumps.Benchmark (Terminal Num) Cluster Num Skew (ps) Longest Delay (ns) Total Capacitance (pF )r1 (267) 12 49.9 2.2 35.1r2 (598) 25 49.0 3.5 72.4r3 (862) 30 46.6 3.7 95.8r4 (1903) 64 49.9 6.7 195.4r5 (3101) 96 49.9 8.4 303.8primary1 (269) 7 49.5 1.59 16.9primary2 (603) 12 48.6 1.93 36.8Table 2.1: Benchmark ResultsWe examine the performance advantages when laying the global clock tree on the packagelayers for benchmarks. Table 2.5 shows the skew and path delay of the global clock treeeither on the package layer or on the chip layer. The global clock tree with equal pathlengths is compared. On the package layer, the planar equal path length clock tree is veryclose to the zero skew clock tree (less than 4ps). On the chip layer, the planar equal pathlength clock tree probably produces a untolerable skew such that RC Elmore delay balanceclock routing techniques [Tsa91b, CHJ+92] are necessary. Meanwhile, the delay and powerare also decreased for the clock tree on the package layer due to the far smaller interconnectRC parasitics.2.6 Related WorkThe two-level clock distribution approach is suitable for large size systems in VLSI,MCM and WSI. Anceau [Anc82], Friedman and Powell [FP84] and Embabi[BE94] proposedthe modular design methodology of clock distribution. They assume the system can bepartitioned into modules, and the size of each module has to be small enough so that the



2. Clock Synthesis Scheme and Skew Constrained Net Clustering 26Skew (ps) Propagation Delay (ns) Wire Capacitance (pF)Benchmark Chip Package Reduction Chip Package Reduction Chip Package Reduction(average) (average) (average)r1 548.1 0.3 9.9 1.1 8.5 4.0r2 3979.4 1.9 30.3 2.5 19.2 9.1r3 1014 0.5 34.4 2.9 22.4 10.5r4 1134.5 3.2 99.9% 73.9 6.1 77.2 % 45.1 14.7 54.1%r5 6326 2.9 112.1 8.7 62.4 29.3primary1 8.7 0.006 0.5 0.3 0.6 0.3primary2 43.5 0.03 0.9 0.5 1.2 0.6Table 2.2: Skew, delay and total wire capacitance results when the global clocktree is either on the package layer or on the chip layer.conventional clock distribution schemes would yield a acceptable local skew within a worstcase bound (e.g. �ve percent of one clock cycle time). The di�erent clock path delays ofevery module are compensated for by the inter-module clock distribution. Hence, the globaldistribution can be achieved without interfering with the internal module design. Anotheradvantage of the modular clock distribution is that it allows for saving power consumptionby powering-up and powering-down the clock to each module upon request. This is onlyfeasible by having independent clock nets for each module.Our work makes three signi�cant contributions to the modular clock distributionmethodology. (a) A clustering method to generate the net partition in a top-down fashion,instead of the manual module partition assumed in previous work. (b) Use of the skewconstraints of registers to guide the net partition, instead of using a worst-case skew bound.When clock frequency is rising, the worst-case skew bound is too small to obtain feasiblesize modules of the system. (c) A sophisticated approach for building the clock network aswell as the concept of the chip/package co-design.



3. Planar Equal Path Length Clock Tree Construction 27CHAPTER 3. Planar Equal Path Length Clock TreeConstruction
Once the clock terminals are partitioned into a set of local on-chip clusters and thecluster bu�ers are placed, the next step in the chip/package clock network co-design is toconstruct a global clock tree that connects the main clock driver to each of the clusterbu�ers.The global clock tree must satisfy the inter-cluster skew constraints. These constraintsare derived from the initial register-register constraints and the cluster partitioning. Ingeneral, skew control is a more challenging problem for the global clock tree because itspans a larger area than the local clock trees. However, placing the global clock tree on thepackage mitigates this problem due to the reduced RC parasitics of package interconnects.In the experimental results we have obtained for benchmarks, when the global clock treesare routed using planar equal path length trees on the package layer, they achieve skewsless than 4ps using the Elmore delay model.Our approach places the entire global clock tree on a dedicated layer of the package.Current single-chip package and MCM technologies already use dedicated layers for powerand ground networks. When the global clock tree is placed on a single package layer, delayand attenuation through vias are reduced, as well as the sensitivity to process violationsbetween layers.



3. Planar Equal Path Length Clock Tree Construction 28The following three steps are used to produce a single layer global clock tree which meetsthe cluster-cluster skew constraints:(1) Topology generation: construct an initial planar clock tree that has equal path lengthsfrom the source to each cluster bu�er.(2) Geometric embedding: transform the initial tree into a topologically equivalent recti-linear embedding which maintains the planarity and equal path length.(3) Re�nement: iteratively re�ne the clock tree in order to decrease the total wire lengthwhile maintaining the inter-cluster skew within the constraints.The rest of this chapter deals with the �rst two steps: creating the initial clock tree andtransforming it to a Manhattan routing. The re�nement phase is addressed in the followingchapter.3.1 Related WorkH-clock trees are widely used for symmetric distribution of clock terminals with uni-form loading capacitances, such as in systolic arrays of processing elements [DF83, FK85].Some algorithms have been proposed to construct zero-skew clock trees for arbitrary (non-symmetric) distribution of clock terminals. Jackson and Kuh [JSK90] proposed the Methodof Means and Medians (MMM), constructing a generalized H-tree in a top-down fash-ion. MMM recursively partitions a mass of clock terminals into two subclusters, and thenconnects the center of the mass to the centers of two subclusters. As analyzed [KCR91],although the di�erence in path lengths from clock source to clock terminals is bounded byO( 1pn ) on the average case, MMM may produce a clock tree with path length di�erence aslarge as half the diameter of the chip. Kahng, Cong and Robins [KCR91, CKR90] proposedan e�cient recursive geometric matching (RGM) method, constructing the clock tree in abottom-up fashion. RGM out-performs MMM on benchmarks in the reduction of the path



3. Planar Equal Path Length Clock Tree Construction 29length skew and the total wire length. On the average, the total wire length of the clocktree produced by RGM is within a constant factor of an optimal Steiner tree, and in theworst case, bounded by O(pl1l1 �pn) for n terminals arbitrarily distributed in a l1� l2 grid.RGM always yields a clock tree with equal path lengths for two, three, and four terminals.But no theoretical bound is given for the path length skew in general cases with more thanfour terminals. Instead of balancing path length in [KCR91], Tsay [Tsa91b, Tsa93] achieveszero-skew based on Elmore delay model. He proposed a linear time algorithm to computethe Elmore delay in a bottom-up order starting from terminals, and the Elmore delay evalu-ation is simultaneously used to guide the bottom up path matching process. This algorithmcan also handle bu�ered clock trees with variable loading capacitances. This algorithm mayneed to elongate faster paths via wire \snaking" as necessary. Other algorithms [CHJ+92,BK92, Eda93a, CC93, Eda94] further reduced the total wire length of the clock tree, basedon the Elmore delay model. Chao, Hsu and Ho [CHJ+92] proposed a deferred-merge embed-ding (DME) method, achieving 10% wire reduction over [Tsa91b]. Boese and Kahng [BK92]independently developed an algorithm with the identical principle of the DME, achieving12% wire reduction. Edahiro [Eda93a, Eda94] proposed a greedy DME algorithm based onthe neighbor clustering, achieving 17% wire reduction, which is the best result of currentzero skew clock routing algorithms. Similar idea can also be found in [LM92]. A simulatedannealing version of Elmore delay matching algorithm, was proposed by Chou and Cheng[CC93].We proposed the �rst planar equal path length clock tree construction algorithm basedon the motivation that a single-layer clock tree has the advantage of reducing the delayand attenuation through vias as well as the sensitivity to process variation [ZD92]. Aplanar equal path-length global clock tree can be routed on the top thicker layer of thechip or on a package layer with far smaller interconnect RC parasitics. Following our work,
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Figure 3.1: (a) source and �ve sinks in R2. (b) planar equal path length clocktree. (c) geometrical embedding resulting in a rectilinear clock tree.more recent research on the planar clock routing has been done [KT94] which modi�es thedeferred-merge embedding (DME) method to construct a planar equal path length clocktree.3.2 Problem Formulation and OverviewPlanar Equal Path Length Clock (Steiner) Tree Problem: Given a source point sand a set of sinks, �nd a planar clock (Steiner) tree T , with the minimum total edge length,such that the path lengths from s to all sinks are exactly the same.This problem has been proven to be a NP-hard [KCR91, CKR90]. We present a novelalgorithm to construct a planar equal path length tree. In addition, the path length fromthe source to destinations is minimized.We construct a planar equal path length rectilinear clock tree in two steps. First weconstruct a planar equal path length clock tree (Figure 3.1(b)). Then each branch of the treeis embedded into rectilinear wires (Figure 3.1(c)). This geometrical embedding maintainsthe planarity and equal path lengths of the clock tree. Note that the total wire length inManhattan metrics is reduced after the geometrical embedding.



3. Planar Equal Path Length Clock Tree Construction 31It is feasible to route the global equal path length clock tree on a single layer, sincewe connect the global clock tree to sets of clusters instead of every terminal. The numberof destinations of the global clock tree is signi�cantly reduced, and the destinations aredistributed in a wide area. Local area clock terminals are connected in local clock trees.Hence the planar routability of the global clock tree can be readily assured according tolayout design rules.3.3 The Max-Min AlgorithmThis algorithm for constructing a planar equal path length clock tree, is a single-treegrowth method. The algorithm starts from the source, and sinks are added to the treegradually. The algorithm produces a series of partial trees fT1; T2; T3; : : : ; Tng, where Ti isthe partial tree, in which the �rst i sinks are connected (Tn the �nal Steiner tree with nsinks connected). The algorithm operates as follows.We �rst connect the sink, which has the maximal Manhattan distance to the source.This forms the �rst partial tree, T1 (Figure 3.2(a)). As the tree grows, all sinks are classi�edinto two types. A sink is called a free sink, if it has not yet been connected in the tree;otherwise called a connected sink. At any partial tree Ti (1�i<n), we select a free sink andconnect it to a branch of the tree, while maintaining the planarity and equal path lengthsof the tree. This sink then becomes a connected sink. This may split the branch in two,since a Steiner point is inserted on it. Proceeding from Figure 3.2(b) to Figure 3.2(c), sinkt2 is chosen and connected to branch b1. A new Steiner point s21, inserted on b1 for t2, issaid to be a balance point, since s21 has equal Manhattan distance to sink t1 and sink t2.Generally, a balance point sjk exists for a free sink tj on a branch bk, if the Manhattandistance from sjk to tj , is equal to the path length from sjk to the connected sinks in itssubtree. Further, balance point sjk is called a feasible balance point of tj , if a straight line



3. Planar Equal Path Length Clock Tree Construction 32connecting tj and sjk crosses no other branches. Connecting a sink tj to its feasible balancepoint in tree Ti, forms a new tree Ti+1, in which both planarity and path length balance aremaintained. The branch connecting a sink to the tree may intersect other free sinks alignedon this branch. When this case occurs, sinks aligned on the branch are moved to adjacentempty locations.
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Figure 3.2: Clock Tree Growing. (a) T0: starting from the source. (b): T1:connecting the farthest sink t1. (c): T2: connecting the sink t2 which has thelargest maximal-balance-distance among free sinks. (d) T5: connecting 5 sinks,resulting in a planar equal path length clock tree.A free sink tj usually has several (more than one) feasible balance points in a tree. Wede�ne the feasible balance point, with the minimum Manhattan distance to sink tj , as theminimal balance point of tj in Ti. The Manhattan distance between tj and its minimalbalance point is called the minimal balance distance of tj . As shown in Figure 3.3 (treeT5 in Figure 3.2(d)), sink t5 has two feasible balance points: s51 on branch b1 and s52 onbranch b2. The point s52 is the minimal balance point since its distance to t5 is shorter thans51's. The distance between t5 and s52 is the minimal balance distance of t5. We prefer t5connected to s52, not s51, for the reduction of the edge length.Another interesting phenomenon is the routing (selection) order of free sinks, whichdecides the planarity of the tree. For example in Figure 3.4(b) (tree T1 in Figure 3.2(c)),
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Figure 3.3: Min rule: connecting t5 to its minimal balance point s52 on branchb2.if sink t3 is connected to b1 prior to the connection of sink t2, t2 cannot �nd any balancepoint on the new branch b3. In this case, t2 has a balance point s21 on branch b1, but nofeasible balance point exists in the tree. If t2 is still connected to balance point s21 on b1,a crossing over branch b3 happens, which results in a non-planar tree. But if we connectt2 before t3, t3 can �nd a feasible balance point s32 on the new branch b2, which results ina planar tree (Figure 3.4(a)). Note that t2 has larger minimal-balance-distance than t3 intree T1.Two rules play key roles in this algorithm.� Min-rule: always connect a free sink to its minimal balance point.� Max-rule: at each stage, always select the free sink whose minimal balance distanceis maximized among all remaining free sinks.The Max-rule guides the routing order for free sinks. This rule ensures the planarity ofthe equal path length Steiner tree without iteration. Based on Max-rule, for T1 shown inFig 3.4, sink t2 is connected next, since it has the largest minimal balance distance amongfree sinks.The algorithm grows the clock tree, by iteratively applying the Max-Min rules. At a
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Figure 3.4: (a) Max rule: correct connection order, maintaining the planarity.(b) Wrong connection order of sink t3 and sink t2, resulting in a non-planar tree.partial tree Ti, a free sink with the maximal minimal-balance-distance among all free sinksis connected to its minimal balance point. This free sink then becomes a connected sinkand Ti is expanded to Ti+1. This process continues until all sinks are connected (see Figure(3.2)).The algorithm based on max-min rules, is guaranteed to construct a planar equal pathlength clock (Steiner) tree if every free sink can �nd a feasible balance point at every stageof the partial tree. In addition, the source-to-sink path length is the shortest, because wedirectly connect the source and the farthest sink. Although the condition (every free sinkcan �nd a feasible balance point at every stage of the partial tree) is true for experimentswe have done so far, whether this condition is always true in the tree growing based onmax-min rules is still a open problem.Another divide-and-conquer algorithm is proposed in the next section, which is a mod-i�ed version of the max-min algorithm. The algorithm always constructs a planar equalpath length clock tree.



3. Planar Equal Path Length Clock Tree Construction 353.4 The Divide-and-Conquer AlgorithmAs the clock tree is created, the free sinks are recursively partitioned into a set ofclusters. Each cluster C of free sinks, is bounded by a convex polygon PC , which is calledthe bounding polygon of C. Initially, all the clock sinks form a single cluster whose boundingpolygon is the bounding box of the layout. Each connection from a free sink to the tree isalways made entirely within the bounding polygon of the sink.The �rst branch connects the clock source to the farthest sink. Extending the two endsof this branch forms a splitting line which partitions the bounding box into two convexpolygons PC1 and PC2 as shown in Fig. 3.5(a). The splitting line divides the remaining freesinks into two clusters C1 and C2. We then select a free sink in each cluster, that has thelongest balance distance among all the free sinks in that cluster. This sink is connected toits balance point on the �rst branch. Based on a dividing rule, which is described below, thebounding polygon is then divided into three smaller bounding polygons. A free sink fromeach non-empty cluster in a bounding polygon is then connected to the tree and the polygonis further partitioned. This recursive process continues until all the sinks are connected.
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(a) (b) (c)Figure 3.5: Divide-and-Conquer Algorithm



3. Planar Equal Path Length Clock Tree Construction 36Each bounding polygon, PC , is composed of a set of sides. Each side is a segment thatconnects two vertices of PC as shown in Figure 3.6(a). A side of PC is called a leaf side ifit contains a leaf (sink) in the tree. That part of a leaf side which is contained in the treeis called a leaf bounding branch for PC , as shown in Figure 3.6(a).
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(a) (b)Figure 3.6: (a) Bounding polygon for a cluster of free sinks. The sides of thepolygon are ab; bc; cd and da. (b) Dividing rule: the bounding polygon is dividedinto three smaller bounding polygons when a sink in the bounding polygon isconnected.The divide-and-conquer algorithm is performed recursively for every cluster of sinksbased on the following two rules:� Conquering Rule: Given a cluster of free sinks C, a bounding polygon PC , and aleaf bounding branch b, the algorithm �nds the balance point on b for every free sinkin C. Then, a free sink with the maximal balance distance (the distance from the sinkto the balance point on b) is connected to its balance point on b.� Dividing Rule: Given a cluster of free sinks C, a bounding polygon PC , a leafbounding branch b, and a new leaf branch b0 which connects sink t in PC and itsbalance point in b, the algorithm tri-partitions PC with two splitting lines: (i) The



3. Planar Equal Path Length Clock Tree Construction 37�rst splitting line is obtained by extending the new leaf branch b0 from the sink t tothe side of PC . (ii) The second splitting line is the line that bisects the angle formedbetween b and b0. The dividing rule is illustrated in Figure 3.6(b).In the conquering rule, the new leaf branch b0 which connects sink t in PC and its balancepoint in the leaf bounding branch b, is entirely in the convex bounding polygon PC . Aftertri-partitioning PC using the dividing rule, the new leaf branch b0 becomes a leaf boundingbranch for two of three new polygons.The tree growing process preserves the next three properties.Property 3.1: Every bounding polygon is a convex polygon.Proof: The initial polygon is the rectangular bounding box, and hence is convex. Thealgorithm recursively uses straight lines to divide the convex bounding polygons. So, everybounding polygon is still a convex polygon. 2Property 3.2: The tree branches are contained in the sides of the bounding polygons.Proof: When a new leaf branch is added, it becomes one of splitting lines that furtherpartitions the bounding polygon (based on the dividing rule). So, this leaf branch remainson the sides of bounding polygons. 2Property 3.3: Every bounding polygon has exactly one leaf bounding branch.Proof: The proof is by induction. Initially, the �rst leaf branch from the source to thefarthest sink, is the one and only one leaf bounding branch of two convex polygons. Supposethis property holds for a bounding polygon PC which has one and only one leaf boundingbranch b. A free sink in PC is connected to b using a new leaf branch b0. PC is divided intothree convex polygons PC1, PC2 and PC3. By the construction of the splitting lines in thedividing rule, as shown in Fig. 3.6(b), each of PC1, PC2 and PC3 is bounded by either b orb0, but not both. 2



3. Planar Equal Path Length Clock Tree Construction 38Property 3.4 establishes the condition under which a free sink in a bounding polygoncan �nd a feasible balance point on the leaf bounding branch of the polygon.Property 3.4: Let t be any free sink in some bounding polygon PC , and b = (sk; tk) be theleaf bounding branch of PC . Sink t has a feasible balance point on b ifk(sk; t)k � k(sk; tk)k (3:1)where k(x; y)k represents the Manhattan distance between two points x and y.
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Figure 3.7: Free sink t has a feasible balance point s on the leaf bounding branchbk = sktk .Proof: Assume a point s moves from sk to tk along bk (see Figure 3.7). We de�ne�(s) = k(s; t)k � k(s; tk)k. When s starts at sk, we have: �(sk) = k(sk; t)k � k(sk; tk)k.Since k(sk; t)k � k(sk ; tk)k, we know that �(sk) � 0. When s arrives at tk , we have:�(tk) = k(tk; t)k � k(tk; tk)k. Because k(tk; tk)k is zero, we know that �(tk) > 0. Since �(s)changes continuously from negative to positive as s moves from sk to tk along the straightline bk, we know there is a point s� on bk such that �(s�) = 0 or k(s�; t)k = k(s�; tk)k. Points� is a balance point of t on bk. Since PC is a convex polygon (by Property 3:1) and since



3. Planar Equal Path Length Clock Tree Construction 39s� is on the side of PC , we know that t can be connected to s� with a straight line segmentthat is contained entirely by PC . So, s� is also a feasible balance point of t. 2Property 3.5 Let PC be any bounding polygon. Every free sink in PC has a feasible balancepoint on the leaf bounding branch for PC .Proof: The proof is by induction. The �rst branch b1 which connects the clock source cand the farthest sink t1, is the leaf bounding branch of two resulting bounding polygons(as shown in Figure 3.8(a)). Since t1 is the farthest sink from c, it is obvious thatk(c; ti)k � k(c; t1)k any free sink ti in each of two bounding polygons. So, by Property3.4, ti has a feasible balance point si on b1.
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(a) (b)Figure 3.8: Proof of Property 3.5. (a) Induction basis. (b) Inductive step for anycluster.Now we show the inductive step. Assume the property holds for a cluster C with thebounding polygon PC whose leaf bounding branch is b = s1t1 where t1 is a sink. Therefore,every free sink in PC can �nd a feasible balance point on b. The algorithm �nds thesink tk with the maximal balance distance to b among all free sinks in C. Let sk be the



3. Planar Equal Path Length Clock Tree Construction 40balance point of tk on b. Every other free sink, t, in C has its balance point s on skt1,because t has a smaller balance distance than tk . Since k(sk; s)k+ k(s; t)k = k(sk; t1)k, andk(sk; t)k � k(sk; s)k+ k(s; t)k (triangle inequality), we havek(sk; t)k � k(sk; t1)k: (3:2)According to the conquering rule, a new leaf branch sktk is added which connects tk tothe balance point sk on b. Since k(sk ; t1)k = k(sk; tk)k, based on (3.2), we havek(sk; t)k � k(sk; tk)k: (3:3)The bounding polygon PC is divided into three new bounding polygons based on thedividing rule, after branch sktk is inserted. Each of these new polygons will have eithersktk or skt1 as its leaf bounding branch. So, by Property 3.4 and either (3.2) or (3.3), everyremaining free sink in the new polygons will be able to �nd a feasible balance point on itsleaf bounding branch. 2Theorem 3.1: The clock tree produced by the divide-and-conquer algorithm is planar andhas equal path length.Theorem 3.2: The planar equal path length clock tree produced by the algorithm hasminimal source-to-sink path length.Proof: The proof is trivial. The lower bound on path length is obviously the distance fromthe source to the furthest terminal. The �rst step of the algorithm is to connect the sourceto this furthest terminal. Since the remaining terminals are connected in such a way as tomatch the length of the �rst path, the minimal path length is achieved. 2An example with 18 sinks in which a planar equal path length clock tree is grown is



3. Planar Equal Path Length Clock Tree Construction 41shown in Figure 3.9. The �nal clock tree is shown in Figure 3.9(e). The divide-and-conqueralgorithm always constructs a planar equal path length clock tree, no matter of the locationof the clock source.1 The clock tree shown in Figure 3.9(f) results from choosing the clocksource inside the set of sinks.The divide-and-conquer algorithm of constructing a planar equal path length clock tree,is summarized in the following pseudo-code.Planar equal path length tree construction based on divide-and-conquer algo-rithmInput: a source s, and a set of sinks D;Output: a planar equal path length Steiner tree T .Procedure PlanarClockRouter(s;D; T ) fC0 = D;T = (fsg; ;);CreateBranch(C0; T );gProcedure CreateBranch(C; T ) fFind t� such thatd(t�; b�) = maxjfd(tj; b�); b� is the leaf bounding branch of C, tj 2 C g;Create a branch from t� to its balance point on b� resulting in new T ;if (C � ft�g 6= ;)f1The clock source may be located at the inside of the layout. Clock signal comes from a logic element(inverter) in a VLSI chip. For pin-grid array (PGA) multichip modules, the clock source is usually set atthe middle pin of the module to reduce clock skew.



3. Planar Equal Path Length Clock Tree Construction 42

(a)

source

(b)

source

(c)

source

(d)

source

(e)

source

(f)

source

Figure 3.9: Example of using the divide-and-conquer algorithm to grow a planarequal path length clock tree. (a) 18 sinks and the source on the left-bottom side.(b) { (d) At a level, a free sink in each cluster is connected to the partial tree. (e)The �nal tree where the source is on the side. (f) The tree where the source isinside sinks.



3. Planar Equal Path Length Clock Tree Construction 43Partition C � ft�g into subclusters C1; C2; C3 using the dividing rule;for (each i 2 [1; 3] and Ci 6= ;)CreateBranch(Ci; T );ggAs shown in Figure 3.10, the max-min algorithm produces a clock tree with the smallertotal wire length than that obtained by the divide-and-conquer algorithm. The max-minalgorithm still has no convincing proof of its correctness in constructing a planar equal pathlength clock tree in all cases. For experiments we have done so far, the max-min algorithmalways constructs planar equal path length clock trees.

sourcesource

(a) (b)Figure 3.10: (a) Clock tree by the max-min algorithm. (b) Clock tree by thedivide-and-conquer algorithm.3.5 Time Complexity AnalysisThe time complexity of the divide-and-conquer algorithm is analyzed as follows. Wede�ne the clock tree growing by one level as follows: for each cluster Ci, select a free sink



3. Planar Equal Path Length Clock Tree Construction 44t�i 2 Ci to be connected, create a branch connecting t�i to the tree, and update the minimalbalance points for the remaining free sinks in Ci. Recall that each cluster can be processedindependently. Let ni be the number of free sinks in Ci. For each cluster Ci, the branchcreation can be done in O(1) time, and the selection of t�i and the updating of minimalbalance points for remaining free sinks can be done in O(ni) time. So, the total timerequired at each level is PiO(ni) = O(n), where n is the total number of sinks.Overall the time complexity of the tree growing is O(l � n), where l is the number oflevels of the tree growing. In the worst case, at each level, branches are connected to thetree in such a way that no further partition of clusters occurs. This implies l = n. So, theworst-case running time of the algorithm is O(n2).3.6 Geometrical Embedding of Planar Equal Path Length TreeGeometrical embedding transfers each branch of a planar equal path length clock treeto a set of rectilinear wires. The tree is embedded level by level in a bottom up order,starting from leaf branches (connected to the sinks). Without the loss of generality, assumethe trees are binary trees. Two branches connecting the same parent node are called siblingbranches. For each branch e = (vi; vj), the bounding box of e is the smallest rectangle whichencloses the end points vi and vj as shown in Figure 3.11.Ho, Vijayan and Wong [HVW89, JHVW90] proposed a linear time algorithm, thatderives an optimal cost rectilinear Steiner tree from a given minimum spanning tree (MST),by using L-shape embedding of branches. The di�erence here is that the embedding needsto maintain the planarity and equal path lengths of the clock tree.Two sibling branches are embedded together at each level. When the bounding boxesof two sibling branches intersect, the intersection de�nes the base line of the two branches
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Figure 3.11: (a) Sibling branches ab and ac, with the base line ad as the intersectionof two bounding boxes. (b) No base line exists between ab and ac.(Figure 3.12(a)). This base line does not exist, if the intersection degenerates to a point atthe parent node. Evidently, if the base line exists and the embedding of sibling branchescan share the base line, the total wire length will be decreased, as illustrated in Figure 3.12.
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Figure 3.12: (a) Good embedding: the base line is shared for two sibling branches.The wire length is reduced by kadk, compared to that in topological branches. (b)Bad embedding: the wire length is the same as that of topological branches.We use a modi�ed Ohtsuki's line-search algorithm [Oht85, Oht86], to construct theembedding of each branch, avoiding the intersection to any obstacles including rectilinear



3. Planar Equal Path Length Clock Tree Construction 46wires and branches except for the sibling branch, such that the planarity of the clock treeis kept.The basic idea of Ohtsuki's line-search algorithm is as follows. Construct a set ofhorizontal lines by extending each horizontal edge of the obstacles until they hit anotherobstacle or the boundary of the region. A similar construction is done for vertical linesegments. In addition, we generate two escape lines incident at target T : one horizontal(hT ) and the other vertical (vT ). Similarly, we generate horizontal and vertical line segmentshS and vS incident at the source S, and put them into a queue. The algorithm works asfollows (Figure 3.13). Each time a line segment is picked from the queue, all the linesegments that intersect it are enumerated. If one of them is either hT or vT , then the searchcan be terminated and a path backtraced. Otherwise, these new line segments are put intothe queue and the above process is repeated. This algorithm is guaranteed to �nd a path ifone exists, and it is a minimum-bend path if multiple paths exist.We modify Ohtsuki's algorithm for �nding the rectilinear embedding of one branch inthe tree, with the child node as the source S and the parent node as the target T . Therouting region is the bounding box of the branch. The resultant path overlaps the base lineas much as possible to reduce the wire length (Figure 3.12(a)). The modi�ed line searchalgorithm is as follows.(1) Construct a set of horizontal and vertical escape line segments, with the existing ofarbitrary-angle branches, by extending one horizontal and one vertical line segments fromeach corner of the obstacles until they hit another obstacle or the boundary of the region.If a line segment hits an arbitrary-angle branch, a new line segment is generated from thehit point in the perpendicular direction (see Figure 3.14(a)).(2) We generate only one (not two) target line incident at T . This speci�c target line is inthe direction of the base line. For example, if the base line is horizontal, we generate the
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Figure 3.13: Ohtsuki's line search algorithmhorizontal target line (hT ), but no vertical target line (Figure 3.14(a)).(3) The search is iterated level by level, as in Ohtsuki's algorithm.(4) At the last level, among those line segments which hit the target line we choose the onewith the maximum distance to the target T , and a path is backtraced. We can obtain thepath which overlaps the base line at most, since the target line overlaps the base line inStep 2. Shown in Figure 3.14(b), line a and line b both hit the target line hT , we chooseline a, which has a larger distance to the target T than line b, to backtrace the path.Figure 3.14(c) shows the path which overlaps the base line the most. As a comparison,Figure 3.14(d) shows the result by using original Ohtsuki's algorithm.
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Figure 3.14: Modi�ed Ohtsuki's line search algorithm resulting in the path over-lapping the base line.The embedding of a branch is limited in the bounding box with a monotonous path, suchthat the path length of the embedding is the same as the Manhattan length of the topologicalbranch. The planarity is guaranteed during the embedding, since the line search avoids theobstacles of any rectilinear wires and other branches except for the sibling branch. So, wehave the following Corollary of Theorem 3:1 which shows the correctness of the geometricalembedding.Corollary 3.1: The produced rectilinear clock tree is planar and has equal path lengths.As analyzed [Oht86], for k obstacles in the routing region, Ohtsuki's algorithm takesO(klog2k) time to generate the path. Our improved line search algorithm keeps the same
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Figure 3.15: Finding the embedding for sibling branches. (a) Sibling branches aband ac, and the base line ad. (b) Using line search to �nd the path from c to a,which overlaps the base line. (c) Finding the path from b to a, overlapping thesibling branch. (d) Resultant embedding at current level.time complexity, since the order of line segments needed in Step 4 can be pre-sorted inO(klogk).Figure 3.15 illustrates the typical steps of �nding feasible paths for two sibling branches.Note that the base line ad appears in the feasible embedding of both branchs. So, the totalwire length is reduced after the embedding. Figure 3.16 shows the geometrical embedding ofthe clock tree in Figure 3.9(e). The total wire length is reduced by 7% after the geometricalembedding.
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Figure 3.16: (a) clock tree. (b) geometrical embedding: planar, equal path lengthand rectilinear.3.7 Experimental ResultsThe max-min algorithm for the planar equal path length clock tree construction, aswell as the geometrical embedding procedure, has been implemented in ANSI C with aMOTIF/X-window user interface.We tested our planar clock routing algorithm (PCR), and compared it to other clockrouting algorithms MMM [JSK90] and RGM [KCR91] which are based on linear path lengthdelay model. Table 3.7 highlights the comparison of two MCNC benchmarks. The criterioncompared are: planarity, path length skew, longest path length, total wire length, andrunning time. MMM and RGM do not produce equal path length clock trees. Comparedwith the RGM algorithm, PCR algorithm decreases the path length by 24.5% on Primary1and 19.6% on Primary2. This result comes from that PCR always constructs the shortestpath length clock tree. Using our algorithm, the total length of the clock tree increases by9.1% on Primary1 and 12.2% on Primary2. This extra length is a result of maintaining theplanarity of the tree. Figure 3.17(a) shows the planar clock tree generated from Primary1.Figure 3.17(b) shows the result of the geometrical embedding, a rectilinear clock tree with



3. Planar Equal Path Length Clock Tree Construction 51the planarity and equal path length well maintained. The wire length of the rectilinearclock tree, is reduced from 167:9 to 152:1, as a result of the wire sharing strategy in thegeometrical embedding. Primary1 (269 terminals) Primary2 (603 terminals)MMM RGM PCR MMM RGM PCRPlanarity No No Yes No No YesPath Length Skew 0.29 0.00 0.00 0.74 0.00 0.00Longest Path Length 7.24 7.51 6.03 13.05 11.58 9.96Total length 161.7 153.9 167.9 406.3 376.7 422.5Time (sec) 2.6 54.9 38.5 20.2 397.1 144.2Table 3.1: Statistics of three clock routing algorithms on two benchmarks. CPUtime is measured on SUN (Sparc 1+) Workstation.

(a) (b)Figure 3.17: Primary1: (a) Planar clock tree with equal path lengths on Primary1.(b) Geometrical embedding.Clock source location can be 
exibly selected in the tree construction. Figure 3.17 showsthe Primary1 result when the clock source is located at the center of the instance; and Figure3.18 is the result of alternatively selecting the clock source at the boundary of the instance.
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(a) (b)Figure 3.18: (a) Clock source is selected on the top side of instances. (b) Geomet-rical embedding.



4. Skew Constrained Clock Routing 53CHAPTER 4. Skew Constrained Clock Routing
In order to minimize skew, the global clock tree generated by the topological constructionand geometrical embedding phases described in the previous chapter is designed to haveequal length paths from the source to each local cluster bu�er. However, minimizing theskew is not required | it is only necessary to maintain the skew within the cluster-clusterskew constraints. In general, an equal path length tree may have much longer total wirelength than a minimum Steiner tree. This chapter describes an iterative re�nement methodfor reducing the total wire length of the global clock tree while still satisfying the inter-cluster skew constraints.4.1 Problem FormulationPlanar skew constrained minimum clock tree problem: Given a clock source and aset of sinks, and a set of skew constraints for every pair of sinks, �nd a planar clock treewith the minimum total edge length, such that the set of skew constraints are satis�ed.The planar skew constrained minimum clock tree construction is a NP hard problemsince it becomes a minimum Steiner tree problem when we set the skew constraints to be1. A heuristic is proposed as follows. Starting from a planar equal path length clocktree, we iteratively re�ne the tree to decrease the total wire length monotonically. The treeplanarity and skew constraints are always maintained in the re�nement phase.



4. Skew Constrained Clock Routing 544.2 Iterative Skew Constrained Cut-and-LinkWe iteratively re�ne the clock tree, changing its topology to form T0; T1; : : : ; Tn, whereT0 is a planar equal path length tree. The re�nement is terminated when the total wirelength of the clock tree can no longer be further decreased. At each re�nement from Tk toTk+1 (initially, k = 0), the following conditions are satis�ed:� Tk+1 is a planar clock tree satisfying the skew constraints.� To re�ne the tree in the right search direction, we make a maximal reduction (steepest-gradient) of the total wire length at each re�nement.Cut-and-link is the key operation in the tree re�nement: the tree Tk is cut to twosubtrees T a and T b by deleting one path in the tree, then a new path previously not in thetree are added to link the two subtrees T a and T b again. Once a round of cut-and-link isdone, Tk is re�ned into Tk+1.We use a skew constrained shortest path to link the two subtrees again, and the cut-and-link conceptualization is shown in Figure 4.1(a). A skew-constrained shortest path pbetween T a and T b is de�ned as the path with the smallest cost, subject to the constraintthat the new tree Tk+1 = T a [ T b [ p is a skew constrained clock tree.A Hanan grid G is constructed based on the initial tree T0 that is a planar equal pathlength rectilinear tree. The tree re�nement process is done based on G. Let s be the clocksource, S1 = fsinksg, and S2 = fSteiner nodes in T0g. G(V;E) is the Hanan grid of point setS1[fsg[S2, as shown in Figure 4.2. A vertex in V is an intersection point of horizontal andvertical lines extended from all points in the set S1 [ fsg [ S2. The edge cost is the lengthof the edge. Note that the initial planar equal path length clock tree is fully embedded inG(V;E).
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(a) Graph (b) Initial tree T0Figure 4.2: Hanan grid for the tree re�nement process. The grid is constructedbased on the initial tree T0: a planar equal path length rectilinear clock tree.



4. Skew Constrained Clock Routing 56In the following, we describe the algorithm to �nd a skew constrained shortest path,when a path q is removed from Tk (Tk is cut into two subtrees T a and T b). A skew-costproduct matrix records the costs of pairwise shortest paths between nodes in T a and nodesin T b, as shown in Figure 4.3(a). Let pij be the shortest path between node nia in T a andnode nj b in T b, and cij is the cost of pij . De�ne the coe�cient uij as:uij = 8>><>>: 1 if tree T a [ T b [ pij is a skew constrained clock tree;0 else. (4:1)
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Figure 4.3: Skew-Cost Product MatrixWe de�ne the product Cij = uijcij , as shown in Figure 4.3(b). All non-zero productitems in the matrix represent the skew constrained paths between T a and T b; using one ofthese paths to reconnect T a and T b will result in a skew constrained tree. We select a item(nr; ns) with the least cost of all non-zero product items in the matrix. The correspondingshortest path p�rs between nar in T a and nbs in T b is the skew constrained shortest pathbetween T a and T b.



4. Skew Constrained Clock Routing 57In order to reduce the computational time, instead of obtaining all shortest pathsbetween nodes of T a and T b at one time, we incrementally construct the shortest pathsbetween T a and T b. Simultaneously, we evaluate the satisfaction to the skew constraintsfor the newly found path, as illustrated in Figure 4.4. This incremental construction ofthe �rst shortest path, second shortest path, third shortest path and so forth between T aand T b uses the principle of the k-shortest path construction algorithm [Law76]. The niceproperty of using the above incremental shortest path construction, is that once a shortestpath is found satisfying the skew constraints, the path is de�nitely the skew constrainedshortest path between T a and T b.
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Figure 4.4: Incremental Construction and Evaluation of k-Shortest Paths for skewconstrained shortest path.The k-shortest path algorithm repeatedly calls the Dijkstra's shortest-path algorithmto �nd the incremental shortest paths between T a and T b [Law76]. Already found shortestpaths are eliminated from the consideration in the �nding of the further shortest paths.Because the skew constrained shortest path is between two subtrees, a modi�ed Dijkstra's



4. Skew Constrained Clock Routing 58algorithm is proposed to �nd the subtree-to-subtree shortest path instead of the vertex-to-vertex shortest path.Dijkstra's algorithm solves the shortest path problem from a source s to a destinationt on a weighted graph G(V;E) for the case in which all edge costs are nonnegative. Everyvertex v in V has the distance estimate which is the distance from s to v using the shortestpath which has been found. Initially, s has the zero distance estimate; and all other verticeshave the in�nite distance estimate. The Dijkstra's algorithm starts from the source s andrepeatedly explores the adjacent vertices in the graph until the destination t is explored.The algorithm maintains a priority queue Q which stores all vertices in the search wavefrontier that are discovered but have not been explored. Initially, Q = fsg. The algorithmrepeatedly selects the vertex in Q with the minimum distance estimate, and makes therelaxation of the shortest-path distance estimate for the neighbor vertices. Those neighborvertices, which have not been in Q before, are inserted into Q and keyed by their distanceestimates. The details of the Dijkstra's algorithm can be found in the textbook[CLR90].Two subtrees T a and T b are disjoint in the graph. In order to �nd the shortest pathfrom T a (source subtree) to T b (destination subtree), the Dijkstra's algorithm is modi�edas follows:1. All vertices in the source subtree T a are initialized to have the zero distance estimates,and other vertices in the graph have the in�nite distance estimates. The priority queueQ is initialized to include all vertices in T a.2. Then, Dijkstra's algorithm is called that repeatedly selects the vertex in Q withthe minimum distance estimate, makes the relaxation of the shortest-path distanceestimates to the neighbor vertices, and inserts into Q the neighbor vertices which havenot been in Q before[CLR90].



4. Skew Constrained Clock Routing 593. The algorithm terminates when any vertex in the destination subtree T b is selectedfrom Q.The subtree-to-subtree shortest path is found in one pass by calling the above versionof the Dijkstra's algorithm. A new tree is thus constructed by linking T a and T b usingthe found shortest path. The subtree-to-subtree shortest path algorithm guarantees thenew tree has no self-loops. The shortest path between T a and T b will not cross T a or T bmore than one time. Because vertices in T a are initialized to have zero distance estimates,any of the vertices in T a may only be the starting vertex (not an intermediate vertex) ofthe shortest path.1 Because the algorithm terminates when one vertex in the destinationsubtree T b is connected, the shortest path will not cross T b at two vertices.A pseudo source s consists of all vertices in the source subtree, and a pseudo destinationt consists of all vertices in the destination subtree. The subtree-to-subtree shortest path isthus equivalent to the vertex-to-vertex shortest path from s to t. Self-loops at s or t arenot allowed in the found path because the path is the shortest one. This observation meansthe subtree-to-subtree shortest path can not cross the each of two subtrees T a and T b morethan one time.The skew constrained shortest path between T a and T b has no more cost than thepreviously deleted path. The deleted path is also one of the skew constrained paths betweenT a and T b, but it may not be the shortest one.The following property is the summary of the above discussion.Property: After a round of cut-and-link re�nement, the new tree is planar, skew con-strained and has smaller cost.1The relaxization procedure in the Dijkstra's algorithm[CLR90] will never change the distance estimatesof the vertices in Ta, because vertices in Ta are initialized to have the zero distance estimate. Note thatedge costs are non-negative in the graph.



4. Skew Constrained Clock Routing 60A chain node in the clock tree Tk is de�ned as a Steiner node (not the sink or the source)which is adjacent to exactly two tree edges. As shown in 4.1(b), node A is a chain node,but node B is not.A collapsed tree T 0k is derived as a collapsed version of Tk; each edge in T 0k representsa path in Tk. The algorithm gets T 0k based on Tk. First, T 0k is the copy of Tk. Then, thealgorithm iterates all nodes in T 0k by the breadth-�rst search which starts at the source. Foreach chain node, the algorithm removes this node from T 0k and merges two adjacent treeedges as one tree edge in T 0k. At the end, remaining edges in T 0k represent the paths in Tkwhich can be used for the cut-and-link re�nement.We de�ne the gain as the total wire length reduction after a round of cuting and linkingthe tree. The cost of a path is the sum of edge lengths of this path. Let p be a path in treeTk with cost c, and p� the corresponding skew constrained shortest path to be added intotree Tk+1 with cost c�, the gain g of this cut-and-link is computed as:g = c� c� (4:2)We compute gains of cut-and-link trees for all paths in Tk, and select the one with themaximum gain. Cut-and-link is performed on each path in Tk (a edge in the collapsed treeT 0k) tentatively. This is done independently for each path in the tree; thus, the current treestays the same for each tentative cut-and-link. The selection for the de�nite cut-and-linkre�nement to transform the current tree is made after evaluating all paths in the currenttree Tk.Iterative re�nement of the clock tree terminates when the maximal gain equals to zero,that is no further cost reduction. The convergency is guaranteed by the monotonical costreduction of the tree re�nements. A high-level pseudo code of the clock tree re�nement



4. Skew Constrained Clock Routing 61phase is shown in Figure 4.5.INPUT:G(V;E) = graph, s = source,S = set of sinks,C = set of skew constraints for sinks,OUTPUT:A skew constrained clock tree spanning S [ fsg.PROCEDURE ClockTreeRe�nement(G(V;E), s, S, DB) fk = 0;T0 = planar equal path length clock tree;(using algorithm described in Chapter 4);do fBestGain = �1;Obtain the collapsed tree T 0k from Tk;for (Each path p in Tk (each edge in T 0k)) fq = skew constrained shortest path corresponding to p;g = gain if p is switched to q;if (BestGain < g)BestGain = g;gif (BestGain > 0) f(p; q) = pair of cut-and-link paths with the gain equal to BestGain;Remove p from tree Tk, making Tk � p equal to two subtrees T a and T b;Tk+1 = q + T a + T b;k = k + 1;gg while (BestGain > 0);g Figure 4.5: Procedure of the clock tree re�nement4.3 Stochastic Analysis of Time ComplexityThe convergency of the iterative tree re�nement is guaranteed by the monotonical costreduction. Based on Cayley's Theorem [Cay89], there are nn�2 possible spanning trees onn nodes, where n is the number of nodes in the Hanan grid. The nodes of the clock treeis a subset of total n nodes in the grid. So, the total number of possible clock trees is alsoO(nn�2).



4. Skew Constrained Clock Routing 62We use a probabilistic method to estimate the average number of iterations needed inthe iterative tree re�nement. Theorem 4.1 shows the average bound of the iteration times ina graph with n nodes. The Hanan grid, used for the skew constrained clock tree re�nement,has the degree at most 4. So, Corollary 4.1 shows the average bound of the iteration timesin a degree-bounded graph such as the Hanan grid. In the Hanan grid, the average iterationtimes of the skew constrained clock tree re�nement is linear to the number of nodes.To analyze the average number of iterations in the tree re�nement, examine the behaviorof an idealized algorithm, call it IA, which can �nd the optimal solution of the minimumSteiner tree. IA constructs an initial Steiner tree and iteratively re�nes the Steiner treeto get to the global minimum. By Cayley's Theorem [Cay89], there are nn�2 possiblespanning trees on n nodes; Thus the number of Steiner trees spanning ns nodes (ns � n)is then bounded by nn�2. Construct a Markov chain of nn�2 states, where each statecorresponds to a spanning tree. Sort these states in a decreasing order from left to rightwith respect to the cost of the Steiner tree (not the spanning tree) breaking ties arbitrarily.Transition edges are only from a state Si go only to a state to the right of Si. Assume thateach of the possible transitions is equally likely2. The transition probability from Si to Sjis assumed to be Pij = 1i� 1 for 1 � j < i and P11 = 1: (4:3)Theorem 4.1: The expected number of iterations executed by the tree re�nement isO(nlog(n)) for n nodes, assuming the transition probability is assigned by (4.3).Proof: To analyze the maximal number of iterations in the tree re�nement, examine thebehavior of the idealized algorithm IA which can �nd the minimum Steiner tree. Based on2This transition probability is assumed for the analytic purpose, but it is hard to realize.



4. Skew Constrained Clock Routing 63the Markov chain with the transition probability in (4.3), let Ti be the number of transitionsneeded to go from state i to state 1. The expected value can be found by conditioning onthe �rst transition. Let Y be the random variable of the next state of the �rst transition.E[Ti] = E[E[TijY ]] =Xy E[TijY = y]PfY = yg= Xy E[TijY = y] 1i� 1= 1i� 1 i�1Xy=1(1 +E[Ty])= 1 + 1i� 1 i�1Xy=1E[Ty]Using induction with E[T1] = 0, it can be shown that E[Ti] = 1 + 1i�1Pi�1y=1 E[Ty] =Pi�1y=1 1=y � log(i): Therefore, if IA starts in the most expensive state, i.e., i = nn�2, thenthe expected number of transitions, i.e., iterations, is O(log(nn�2)) = O(n log(n)). Thisis for an ideal algorithm that �nds the global minimum. The skew constrained clock treere�nement is likely to be terminated earlier in a local minimum at a middle state of theMarkov chain. Thus, the maximum expected number in the skew constrained clock treere�nement is O(n log(n)). 2Corollary 4.1: The expected number of iterations executed by the tree re�nement is O(n)for n nodes in a degree-bounded graph (e.g. the Hanan grid), assuming the transitionprobability is assigned by (4.3).Proof: The edge number is bounded by dn=2 for a degree-bounded graph with the maximumdegree d and n nodes. Therefore, the maximum number of possible graphs is 2dn=2,which gives an upper bound on the number of spanning trees. Following the same lineof proof in Theorem 4:1, we get the expected number of the re�nement iterations to be



4. Skew Constrained Clock Routing 64O(log(2dn=2)) = O(n). 2At each iteration in the re�nement of the global clock tree, the running time is domi-nated by �nding the skew constrained shortest path on the Hanan grid. The incrementalconstruction of the skew constrained shortest path can be done 3 in O(ks(n)) for n nodesin Hanan grid, where s(n) is the complexity of Dijkstra's shortest-path algorithm which iss(n) = O(n2). k is the number of shortest paths needs to be evaluated for the skew con-strained shortest path construction. Note that k is not known a priori, and is determinedonly after the skew constrained shortest path is found. Each iteration of the re�nement isdone in O(kjT jn2) for jT j edges in the tree, since we compute gains of all pairs of cut-and-link paths for selecting the one with the largest gain. The overall time complexity of theskew constrained clock tree re�nement in the Hanan grid can then be obtained based onCorollary 4:1.4.4 Experimental ResultsFigure 4.6 shows the global clock tree for the testing chip from LSI Logic Corporationwith 3879 registers. The chip is shown in Figure 2.8. Figure 4.6(a) is the planar equal pathlength clock tree, and Figure 4.6(b) the re�ned planar clock tree by controlling the inter-cluster skew under 0:25ps. The total wire length is decreased by 18:9% after re�nement.The maximal RC Elmore delay of the global clock tree is 1:64ns, and the time-of-
ightdelay is 0:22ns where the longest path length of the global clock tree is 36596�m and thedielectric constant � is 3:2 of the plastic package. RC delay analysis is still valid for theglobal clock tree on the package layer since the RC Elmore delay is much more than twotimes of the time-of-
ight delay.3Our implementation of the k-shortest path uses the algorithm in [Law76] which takes O(kn3).
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(a) (b)Figure 4.6: (a) Initial global clock tree with equal path lengths. (b) Re�ned globalclock tree.Table 4.4 shows the total wire length and total wire capacitance of the initial global clocktree (planar equal path length clock tree) and the re�ned global clock tree for benchmarksr1-r5 and primary1-primary2. The total wire length reduction of global clock trees is rangedin 7 � 30% under the tolerable skew bound 0:05ns. Results are obtained when the globalclock tree is laid on the package layer using RC parameters in Table 1.1.Table 4.4 shows the total wire length comparison of the proposed two-level clock distribu-tion scheme under tolerable skew constraints and the result obtained by a zero skew clockrouting algorithm [Eda93a] which was reported to achieve the smallest total wire lengthamong existing zero skew clock routing algorithms [Tsa91b, CHJ+92, CHJ91, CC93]. Thetotal wire length in the two-level clock distribution scheme includes the re�ned global clocktree and local clock trees. Making use of tolerable skew concept as in the proposed scheme



4. Skew Constrained Clock Routing 66Total Wire Length (� m Total Wire Capacitance (pF)Initial Re�ned Reduction Initial Re�nedr1 315696 291501 7.6% 4.0 3.7r2 711922 497330 30.1 % 9.0 6.3r3 830132 715882 13.8% 10.5 9.1r4 1669150 1157671 30.6% 21.2 14.7r5 2311002 2117701 8.4% 29.3 26.9primary1 21159 19627 7.2% 0.27 0.25primary2 45195 36550 19.1% 0.57 0.46Table 4.1: Benchmarks: total wire length and wire capacitance of the global clocktrees. Initial global clock tree is the planar equal path length tree, and the re�nedclock tree is obtained under the tolerable skew bound 0:05ns.can signi�cantly reduce the total wire length of the clock trees.[Eda93a] Proposed scheme Reduction(�m) (�m) (on average)r1 1253347 1107112r2 2483754 1994799r3 3193801 2628026r4 6499660 5031093 20%r5 9723726 7782269primary1 129185 99943primary2 303994 212923Table 4.2: Total wire length compared with a zero skew clock routing algo-rithm[Eda93a]. The proposed scheme has the tolerable skew 0:05ns.



5. Clock Network Sizing 67CHAPTER 5. Clock Network Sizing
When the global clock tree is routed on the single-chip package layer, the planar equalpath length clock tree is nearly a zero skew tree due to the small package RC parameters.However, when the interconnect resistance is signi�cant such as inside the chip or on thesubstrate of a large scale multichip module, because of the unbalanced loading capacitancesin the tree, the skew of a equal path length clock tree may be intolerable. This chapterdescribes a clock sizing optimization method that assigns variable wire widths for a givenclock network (tree or mesh) to reduce the clock skew.5.1 Clock Sizing TechniqueReducing the clock skew by optimizing the interconnect has centered on two techniques:one adjusting the interconnect length and the another adjusting the interconnect width.1The length adjustment technique moves the balance point or elongates the interconnectlength to achieve the skew reduction, and this idea can be found in previous clock routingalgorithms [Tsa91b, Tsa93, CHJ+92]. The sizing technique achieves the skew reduction byassigning variable widths for wires. An example is shown in Figure 5.1, where the lengthsfrom s to t1 and t2 are equal, but t2 has a larger path delay than t1 since t2 has a larger1Of course, there are other techniques like the bu�er insertion to reduce the clock skew which is out ofthe scope of this dissertation.



5. Clock Network Sizing 68load. To achieve delay balance, the length adjustment technique elongates st1 to slow t1,while the sizing technique widens st2 to speed up t2 (Figure 5.1(c)). Even though bothtechniques achieve delay balance, the sizing technique reduces the path delay, while thewire elongating technique increases the path delay.2 The clock sizing technique, with thereasonable upper bounds of the allowable wire widths, can achieve a good routability. Thegridless variable width detailed routing algorithms [CK86] have been well investigated.
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Figure 5.1: (a) Equal path lengths from s to t1 and t2, but variable load capac-itances at t1 and t2, C1 < C2. (b) Enlongating the wire length, such that slowst1 for delay balance. (c) Widening the wire width, such that speeds up t2 fordelay balance. Even through both techniques achieves zero skew, but the sizingtechnique reduces the path delay, while the wire elongating technique increasesthe path delay.Relevant wire sizing research has been done [CLZ93, PMOP94, CLZ92, CL93, Eda93b].Cong, Leung and Zhou [CLZ93, CLZ92, CL93] �rst used the wire sizing technique for theinterconnect delay minimization of general nets based on dynamic programming. Pullela,Menezes and Pillage [PMOP94] used wire sizing for reducing the clock skew caused by theprocess variation, while Edahiro [Eda93b] for the delay reduction of the clock net. These2Resistance and capacitance of the interconnect are both increased by the wire length elongating; whilethe resistance is reduced by the wire width enlarging.



5. Clock Network Sizing 69sizing methods are based on RC delay model (not considering the inductance L), andsuitable for a tree topology (not a general clock network).In this chapter, a new optimization approach is described to perform the automaticsizing of clock wires for a given clock network. The sizing optimization considers the upperand lower bounds of wire widths which are constrained by the routing resource and themanufacturing technology. Experimental results show our method can achieve 10� skewreduction and 14% path delay reduction after the sizing. This sizing optimization methodcan be widely applied, due to the following two features:� The clock distribution topology can be either a tree or a general network with loops(such as a clock mesh)� Interconnect model and delay evaluation, incorporated in the sizing optimization,considers the inductance e�ect in high speed applications.5.2 Problem FormulationA clock network distributes the clock signal from a driver, called clock source, to a setof clocked elements, called terminals. Note that a clock network is not restricted to be atree; loops are allowed (see Figure 5.2). The clock network consists of a set of nodes and aset of branches. Each node is one of the clock source, the clock terminals and the branchjunctions in the clock network. Each branch is a segment connecting two nodes.The sizing of a clock network is to assign feasible widths for branches to minimize theclock skew and path delay from the clock source to terminals. A feasible width of a branchis that bounded by the maximum and minimum allowable widths. The maximum allowablewidth of a branch is decided based on the routing resource in the layout, and the minimumallowable width is due to the fabrication technology. The set of possible feasible widths for



5. Clock Network Sizing 70a branch is discrete, with an incremental width � decided by the technology.
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Figure 5.2: Two types of clock networks. (a) clock tree; (b) clock network withloops such as a clock mesh.We de�ne the following notations for the formulation of the sizing in a general clocknetwork.n: number of branches in the clock network;m: number of clock terminals;wi: width of branch bi;li: length of branch bi;wit: maximum allowable width of branch bi;wib: minimum allowable width of branch bi;�i: increment width of branch bi;W : column vector of widths of all branches, that is W = fw1; w2; : : : ; wngT , where thesuperscript T denotes matrix transposition.di: propagation delay from the output of the clock source driver to the clock terminal ti;df : least propagation delay from the output of the clock source driver to the clock terminals;



5. Clock Network Sizing 71ds: largest propagation delay from the the output of the clock source driver to the clockterminals;The clock skew is ds � df = f(w1; w2; : : : ; wn), and we formulate the optimal sizing of aclock network as an n-dimensional constrained optimization problem:Objectives Min f(w1; w2; : : : ; wn) (5:1)Constraints w1b � w1 � w1t; w1 2 fw1b; w1b + �1; w1b + 2�1; : : : ; w1tgw2b � w2 � w2t; w2 2 fw2b; w2b +�2; w2b + 2�2; : : : ; wt2g (5:2)...wnb � wn � wnt; wn 2 fwnb; wnb +�n; wnb + 2�n; : : : ; wntgInequality (5.2) indicates that the branch widths should be bounded and discrete ac-cording to some increments, based on the routing resource constraint and the fabricationtechnology. Usually, for a IC chip in a 1�m technology, branch widths are allowable between1�m � 10�m with the increment 0:5�m. For a substrate of a thin-�lm multi-chip module,branch widths are bounded between 10�m � 50�m with the increment 1�m.An exhaustive enumeration method will take O(kn) times, for n branches with k feasiblewidths, to iterate all possible combinations of feasible widths to obtain the global optimiza-tion. This method is not acceptable since it has exponential time complexity. We proposean e�cient optimization method to solve this problem.



5. Clock Network Sizing 725.3 Optimization MethodThe optimal sizing of a general clock network is an n-dimensional optimization problem.The constraints in (5.2) constitute a feasible set in which the solution is located. We turnthe clock skew minimization into a least-squares estimation problem.The clock signal is sent from the source to each clock terminal ti (1 � i � m) with adelay di. De�ne a delay error gi = di � df for a terminal ti (df is the least delay fromthe source to terminals, df = min(d1; d2; : : : ; dm)). For m clock terminals, the delay errorvector is obtained as followsG = (g1; g2; : : : ; gm)T = (d1 � df ; d2 � df ; : : : ; dm � df)T (5:3)Minimizing G means approaching di to df such that both skew and path delays aredecreased.3 We sum up the squares of these error delays:�(w1; w2; � � � ; wn) = GTG = mXi=1 gi2 = mXi=1 (di � df )2: (5:4)and get the root-mean-square (rms) error� = q�=m =vuut mXi=1 gi2=m (5:5)Theorem 5:1 shows the consistency of minimizing the skew and minimizing the rmserror for the optimization. Note that the clock skew is equal to ds � df where ds =max(d1; d2; : : : ; dm).Theorem 5.1: Given a clock network, the root-mean-square error de�ned in (5.5) and the3Minizing the skew is the major objective, however as a by-product of using our sizing method, the pathdelays are also decreased.



5. Clock Network Sizing 73clock skew are linearly bounded by each other.Proof: Since di � ds for all 1 � i � m, where m is the number of clock terminalsand is a constant for a given clock network, based on (5.4) and (5.5), we have � =qPmi=1 (di � df )2=m � qPmi=1 (ds � df)2=m = ds � df . On the other hand, we haveds � df � qmPmi=1 (di � df)2=m � pm�. 2Most algorithms for the least-squares estimation of nonlinear parameters have centeredabout either of two methods [Mar63]. In one method, the objective model is expanded asa Taylor series and corrections to parameters which are calculated at each iteration basedon the assumption of local linearity. The other method is based on the modi�cations of thesteepest-descent method. Both of these two methods have their disadvantages dependingon applications. While the methods based on Taylor series su�er from the possible diver-gence of the successive iterates, the steepest-descent based methods may have a very slowconvergence of the optimum solution after the �rst few rapid iterations.The Gauss-Marquardt's method [Mar63] tries to perform an optimum interpolationbetween the Taylor series method and the gradient based method. The optimum searchis based upon the maximum neighborhood in which the truncated Taylor series gives anadequate representation of the nonlinear objective model. With the proof [Mar63], Gauss-Marquardt's method combines the best features of the previous two methods but hopefullyavoids their limitations, which shares with the gradient methods the ability to convergefrom an initial guess quickly, and the ability of Taylor series method to reach the convergedvalues rapidly after the vicinity of the converged values has been reached.We use the Gauss-Marquardt's method to solve the sizing optimization problem, sinceTheorem 5:1 shows the consistency of minimizing the skew and the rms error. Set a widthvector W = fw1; w2; � � � ; wngT for n branches. Starting with an initial solution W (0), W isoptimized according to the following iteration formula:



5. Clock Network Sizing 74W (k+1) = W (k) � (JTJ + ��)�1JTG(k) (5:6)Here, the superscript k is the iteration count (k = 0 initially). G(k) is the delayerror vector shown in (5.3). J is a m � n sensitivity matrix, with the (i; j)th elementJ(i; j) = @gi=@wj.To obtain J , one needs to get the sensitivity of the delay error gi with respect to branchwidths. These sensitivities are computed by the numerical di�erentiation method [RR78],which is applicable to a general RLC network. � is a diagonal matrix which takes thediagonal elements of the matrix JTJ , i.e.�n�n = 0BBBBBBBBBB@ Pni=1(@gi=@w1)2 0 0 � � � 00 Pni=1(@gi=@w2)2 0 � � � 0... ... ... ... ...0 0 � � � 0 Pni=1(@gi=@wn)2 1CCCCCCCCCCA : (5:7)The � in (5.6) is updated at each iteration such that the objective function is alwaysdecreased: f(W (k+1)) � f(W (k)) (5:8)Also, the resultant widths are always bounded in the feasible range (W b � W (k+1) � W t)(W b is the vector of lower bounds of branch widths, and W t the vector of upper bounds).The strategy of selecting � is given in Figure 5.3 [Mar63]. We take �(0) = 0:02 initially.The above iterative optimization routine is repeated, and the clock skews are monoton-



5. Clock Network Sizing 75W (�(k)): branch width vector at the kth iteration, obtainedby the Lagrange multiplier �(k);W (�(k+1)): branch width vector at the (k + 1)th iteration,obtained by the new Lagrange multiplier �(k+1);W b;W t: vectors of lower and upper bounds of branch widths, speci�ed by designs.f(�(k)): skew at the kth iteration;f(�(k+1)): skew at the (k + 1)th iteration;Step 1. Initialize scaling parameters � and �; /* We take � = 4 and � = 2 */Step 2. �(k+1) = �(k)=�;If (f(�(k+1)) � f(�(k)) and W b � W (�(k+1)) � W t)Return(�(k+1));Step 3. �(k+1) = �(k);If (f(�(k+1)) � f(�(k)) and W b � W (�(k+1)) � W t)Return(�(k+1));Step 4. �(k+1) = �(k) � �;Loop fIf (f(�(k+1)) � f(�(k)) and W b � W (�(k+1)) � W t)Return(�(k+1));Else �(k+1) = �(k+1) � �;gFigure 5.3: Strategy of selecting � to achieve the skew reduction (or zero skewreduction) at the (k + 1) iteration.ically reduced, until the skew constraints between terminals are met. In the end, we �t thewidth of a branch into the nearest discrete slot which is apart an increment � from adjacentones, such that the constraints shown in (5.2) are well satis�ed.The iterative sizing optimization starts from an initial W (0). In the following, we proposean initial sizing algorithm to determine W (0) for a clock tree.4 In some cases, W (0) alreadymakes the clock tree to achieve a tolerable skew, such that the iterative optimization routineis not needed. Shown in Figure 5.7(a), after the initial sizing, tree A has the skew decreasedfrom 0:27ns to 0:06ns, which is tolerable for most designs.The clock tree initial sizing algorithm starts, when all branches have the minimum width.The algorithm assigns one branch at a time with the best feasible width. The best feasible4For a clock network with loops, W (0) is obtained by assigning the branches with the minimum width.



5. Clock Network Sizing 76width makes the clock tree to achieve the smallest skew at current stage. Therefore, wepropose the �rst rule for the clock tree initial sizing:Rule 1: At each stage, always assign a branch with the feasible width that results in thesmallest skew of the clock tree.A reasonable order for sizing the branches is important to achieve a good result. Shownin Figure 5.4, node v0 in the clock tree is supposed to have three children v1, v2, v3, andone parent v4. Branch v4v0 is the parent branch of the three branches v0v1, v0v2 and v0v3,and these three branches are children branches of v4v0. The clock tree is partitioned intofour subtrees as shown in Figure 5.4. A set of terminals is connected in each of Subtree1, Subtree 2 and Subtree 3. Assume that at current stage the slowest terminal with thelargest path delay ds is terminal t11 which is in Subtree 1. If we enlarge the width of branchv0v1, the resistance of v0v1 is decreased but the capacitance of v0v1 is increased. Due tothe decreased resistance of branch v0v1, the delays are reduced from v0 to all terminals inSubtree 1 including the slowest terminal t11. Meanwhile, due to the increased capacitanceof v0v1, the delay is increased from the source to v0, such that the delays are increased fromthe source to terminals in other subtrees (Subtree 2 and Subtree 3). So, the clock skewis reduced, and at the same time the largest path delay to t11 is also reduced. The aboveobservation is well veri�ed in experiments.Now we try to enlarge the width of branch v0v2 (or v0v3) shown in Figure 5.4, wherethe slowest terminal t11 is in Subtree 1. Due to the increased capacitance of v0v2, the delaysfrom the source to terminals in Subtree 1 are increased. On the other hand, due to thedecreased resistance of v0v2, the delays are decreased from v0 to terminals in Subtree 2.Note that the slowest terminal t11 is in Subtree 1. The sizing of branch v0v2 has almost nohelp to decrease the clock skew, meanwhile the largest path delay from the source to t11may be increased. This observation is also well veri�ed in experiments. We thus propose
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Figure 5.4: A clock tree with node v0 which has three children v1; v2; v3 and oneparent v4. The clock tree is partitioned into four subtrees.the second rule:Rule 2: At each stage, always select the ancestor branch of the slowest terminal.The width distribution of branches in the clock tree has signi�cant e�ect on the pathdelay. A wider branch with the decreased resistance will speed up the descendant subtree,but its increased capacitance tends to increase the path delay from the source to this branch.If we enlarge the width of a branch near the clock source, the decrease of delays from thisbranch to terminals in its descendant subtree outcomes the increase of the delay from sourceto this branch, such that the total delay from source to the terminals is decreased. Basedon the above observation, we propose the third rule:Rule 3: Always size the branches in the order from the source to terminals.The above three rules are integrated in the initial sizing algorithm. Initially, branchesare set to the minimum width. The algorithm explores the clock tree branch-by-branchfrom the source to terminals. A priority queue is used to store all branches in the search



5. Clock Network Sizing 78Clock tree initial sizing algorithmInput: a clock tree T , a source, a set of terminals;Output: T with assigned branch widths;Procedure ClockTreeInitialSizing(T ) fQ = a set of branches connected to the source;ts = the slowest terminal of the clock tree;b = the ancestor branch of ts extracted from Q;s = the skew of the clock tree;while (b 6= NULL) fAssign b using the feasible width which results in the smallest s;for (each children branch bi of b)Insert bi into Q;Update ts;b = the ancestor branch of ts extracted from Q;gg Figure 5.5: Clock tree initial sizing algorithmwave frontier which are discovered but have not been explored. Based on Rule 2, the branchin the queue which is the ancestor branch of the slowest terminal, is always explored next.This branch is assigned by the best feasible width according to Rule 1. The search wavefrontier is then expanded to the children branches, by inserting children branches into thequeue. The slowest terminal may be changed. The above process is repeated, until the leafbranch, which connects to the slowest terminal, has been explored. The further sizing ofremaining branches may not help the reduction for the clock skew (see the explanation ofRule 2).The high-level pseudo code of the clock tree initial sizing algorithm is summarized inFigure 5.5.An example for the initial sizing of a clock tree is shown in Figure 5.6.
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Figure 5.6: Clock tree initial sizing process. The branches marked with "X" willbe sized next. The process starts from the branch connected to the source, andterminates when the slowest terminal can not be sped up anymore after sizing theleaf branch connected to this slowest terminal.5.4 Experimental ResultsThe clock network sizing optimization (CNSO) algorithm has been implemented in ANSIC, with the integration of the delay macromodel [LDWC93]. Test cases are listed in Table5.4, which includes a clock mesh and three clock trees with the con�gurations as shown inFigure 5.2. A clock mesh is adopted in DEC Alpha chip[DW92]. Tested clock trees areplanar and equal path lengths, i.e. the path length from the source to clock terminals isexactly the same, constructed by a planar clock routing algorithm [ZD92], where skew stillexists due to the unbalanced load capacitances and the unsymmetrical tree structure. We



5. Clock Network Sizing 80use the wire sizing to further reduce the clock skew.Examples # of Maximum Path Length Longest Branch Length Shortest Branch Lengthterminals Chip (mm) MCM (mm) Chip (mm) MCM (mm) Chip (mm) MCM (mm)mesh 11 4.5 45.0 1.67 16.7 0.17 1.7tree A 19 1.87 18.70 0.53 5.30 0.04 0.4tree B 14 2.0 20.00 0.90 9.00 0.33 3.3tree C 54 5.15 5.15 2.36 23.6 0.05 0.5Table 5.1: Tested examples are implemented in two cases: (1) a 1�m IC chip basedon the distributed RC line model; (2) a thin �lm substrate of a multi-chip modulebased on the lossy RLC line model.Each example is tested in two cases: (1) a IC chip based on the distributed RC inter-connect model, and (2) a thin-�lm multi-chip module based on the lossy RLC interconnectmodel. The clock networks (mesh and trees) are laid on one metal layer, and Table 5.4shows the electrical parameters of a 1�m process CMOS chip and a thin-�lm MCM fortesting. Note that clock terminals have variable load capacitances. Data of unit lengthresistance, capacitance and inductance are obtained based on the branch width 1�m forchips and 10�m for MCMs. The unit length resistance, capacitance and inductance, foran arbitrary branch width, can be derived based on the RLC formulae in (8.3), (8.1) and(8.2). The constraints on branch widths are set as follows. The branch widths are boundedbetween 1�m � 10�m for the 1�m CMOS technology, and between 10�m � 50�m for thethin-�lm MCM substrate.Rb(m
=�m) Cb(fF=�m) Lb(pH=�m) Rd(
) Ct(pF ) W �(�m)Chip 25 0:015 0 390 0:8; 1:0 1MCM 8 0:06 0:38 25 1:0 10Table 5.2: Electrical parameters of a 1�m CMOS chip and a advanced MCMdesign. Rb, Cb and Lb are resistance, capacitance and inductance per unit length,obtained based on the branch width 1�m for chips, and 10�m for MCMs. Rdis the driver resistance, and Ct the terminal load capacitance. W � is the normal(minimum) width of branches.Results of testing examples are listed in Table 5.4. The average skew reduction is highup to 78%, compared to using the minimum width of branches. With a bit increase of the



5. Clock Network Sizing 81path delay for the clock mesh, path delays of all clock trees are decreased after the sizing.The average (the longest) path delay reduction is 14% for clock trees.Clock Network with Normal Widthsmesh tree A tree B tree CChip MCM Chip MCM Chip MCM (Chip) (MCM)Clock Skew (ns) 0.25 6.35 0.10 1.47 0.27 2.82 1.60 8.44Largest Path Delay (ns) 2.31 11.26 1.94 7.98 5.25 15.41 19.15 57.68Net Area (mm2) 0.05 4.75 0.02 1.73 0.02 2.17 0.12 11.74Clock Network with Optimized Widthsmesh tree A tree B tree CChip MCM Chip MCM Chip MCM Chip MCMClock Skew (ns) 0.05 3.58 0.004 0.002 0.03 0.04 0.20 0.40Path Delay (ns) 2.56 11.12 1.87 5.66 5.20 10.37 18.70 50.13Net Area (mm2) 0.15 8.15 0.05 2.95 0.07 3.57 0.18 16.05Table 5.3: Results of testing examples, with the comparison to using the minimumwidth of branches.Figure 5.7 shows the skew reduction when the iteration proceeds (the clock tree is tree A,with similar results for other clock tree examples). Clock skew is monotonically decreasedduring the optimization, and converges to the stable value quickly after 6 � 7 iterations.The skew reduction of the clock mesh is less than the clock trees, since the clock mesh hasstronger interaction among clock terminals 5. For clock trees, the resultant tiny skews aretolerable in today's high-speed designs. In Figure 5.7, the initial skew (the �rst point) isobtained based on branches assigned with the minimum width, and the second point forthe clock tree is obtained by using the initial sizing algorithm which signi�cantly droppeddown the clock skew. For the clock mesh, we do not perform the initial sizing, and simplymark the second point with the same value as the �rst point.We also studied the increased area due to the sizing. Figure 5.8 shows the distributionof the branch number with speci�ed widths for testing examples. It is indicated in Figure5.8 that the branches with smaller widths still dominate, which results in a small increase5This result suggests us that a balanced clock tree solution is preferred than a clock mesh for the skewreduction.
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5. Clock Network Sizing 8330, 40, 50 and 60 times the minimum width for the MCM case. The corresponding clocksource resistance Rd is shown in Table 5.4. Other parameters are the same as in Table 5.4.We simulated the skew and the largest path delay of each tested clock network with thedi�erent Rd caused by the variable driving transistor width.Driving Transistor Width(times of the minimum width)IC MCM1 4 8 10 30 40 50 60Rd(
) 1560 390 195 156 52 39 31 26Table 5.4: A set of driving transistor widths for the clock source on the technologiesof a 1�m IC chip and a thin-�lm MCM.Figure 5.9 is the plot of the clock skew and the largest path delay for the clock meshand the clock tree (tree A ), obtained by sizing the width of the clock driver. The pathdelay is obviously reduced by enlarging the transistor width, as indicated in Figure 5.9(b).However, the clock skew is slowly increased for the larger driver size (Figure 5.9(a)). Thisresult provides an important clue, that a large-size clock driver have no positive e�ect forreducing the clock skew, even though the path delay or rise time is decreased! So othertechniques such as the interconnect sizing are necessary to reduce the clock skew.
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6. Delay Bounded Routing 85CHAPTER 6. Delay Bounded Routing
The main topic of this dissertation is the design of clock distribution networks. Thischapter shows our research work on other timing critical nets. As feature sizes shrink to0:5 micron and less, we enter the era of deep-submicron VLSI designs. According to theinterconnect scaling theory[Bak87], the interconnect resistance is in proportion to the squareof the scaling factor, such that the interconnect resistance becomes comparable to gate on-resistance. Meanwhile, as the gate delays and gate sizes are scaled down, the interconnectdelays become more dominant. The wiring con�gurations of critical nets and clock netshave to be carefully designed for correct timing. For the timing issues of deep-submicrondesigns, interconnect optimization is becoming just as important as device optimization.Delay constrained interconnect tree construction is a critical task in timing drivenphysical layout. This chapter de�nes the delay bounded minimum Steiner tree (DBMST)for delay constrained low cost interconnect tree construction. The iterative approach usedin the re�nement of the global clock tree described in Chapter 4 is applied to construct anear-optimal DBMST. The new methodology has two major impacts on the related researcharea: (1) using the delay bounds determined by the logic circuit static timing analysis toguide the physical interconnect tree construction, and (2) obtaining a low cost interconnecttree by satisfying the given delay bounds instead of using a minimum delay Steiner tree.A new timing driven layout framework based on DBMST construction is outlined in this



6. Delay Bounded Routing 86chapter.6.1 Survey of Related Research WorkThe minimum Steiner tree has the smallest total cost, however, the source-to-sink pathdelay may be too large to satisfy the required bound. Therefore, research has been donein recent years on the interconnect tree construction based on the source-to-sink pathdelay requirement. People construct interconnect trees that trade-o� the tree cost and theradius (the longest source-to-sink path length). One early related work is done by Ho, Lee,Chang and Wong[HLCW89] which investigated the complexity and NP-hardness of �ndinga bounded-diameter spanning tree or a bounded-diameter Steiner tree in a graph. Cohoonand Randall [CR91] proposed a heuristic which simultaneously considered the cost and theradius. Cong, Kahng, Robins, Sarrafzadeh and Wong [CKR+92] proposed a generalizedformulation using a parameter � to trade-o� the radius and cost. They [CKR+92] proposeda provably good algorithm BRBC, that can always generate a tree in which the path lengthis bounded by (1+�)R (R is the source-to-sink radius) and the wiring cost is within a factor2(1 + (2=�)) of the optimal Steiner tree. A similar approach is also proposed by Awerbuch,Baratz and Peleg [ABP90]. Lim, Cheng and Wu [LC92] proposed a modi�ed version ofPrim's minimum spanning tree algorithm to control the radius for individual source-sinksconnections. The radius-cost trade-o� tree can be viewed as the one constructed betweenthe minimum spanning tree (MST) (or minimum Steiner tree) and the shortest-path tree(SPT); Alpert, Hu, Huang and Kahng proposed a algorithm [AHHK93] which makes thisMST-SPT combination in the tree construction. Cong, Leung and Zhou [CLZ93] optimizedspecial Steiner arborescences called A-trees to make the MST-SPT trade o�.An important problem needed to be addressed is how to turn the delay bounds to thepath length bounds or radius, since the delay of an RC tree depends on the topology of



6. Delay Bounded Routing 87the tree. In the deep submicron ICs, the delay of the interconnect tree has to be computedby the distributed RC delay model[Tsa91b]. The path length is no longer accurate for theestimation of the source-to-sink delay.Recently, minimal RC delay interconnect trees have also been investigated, which hasthree interesting variants: (1) minimizing the delay from the source to an identi�ed criticalsink or a set of critical sinks; and (2) minimizing the maximal source-to-sink delay; (3)minimizing the maximal delay slack. Boese, Kahng, McCoy and Robins have proposedseveral methods [BKMR93, BKMR94, BKR93] to minimize the delays at identi�ed criticalsinks; i.e. the optimal tree minimizes the linear combination of sink delays f = Pki=1 �i �d(si), where �i (�i � 0) is the the criticality of the sink si. They revealed the good �delityof using Elmore delay model[Elm48] to guide a minimal delay interconnect tree compared tobeing guided by SPICE simulation. They proposed two branch and bound algorithms BB-SORT-C and BB-SORT. BB-SORT-C constructs the optimal critical sink tree to minimizethe linear combination of sink delays, and the optimality is proved based on the observation[BKMR94] that the Hanan grid contains all Steiner points of the optimal critical sink tree.BB-SORT constructs the near-optimal tree that minimizes the maximal Elmore delay of theinterconnect tree. Although BB-SORT-C and BB-SORT have exponential time complexity,they provides the optimal or near-optimal solutions for the empirical analysis of otherheuristics. Boese, Kahng and Robins also proposed two heuristics [BKMR93, BKR93,BKMR94] for the minimum Elmore delay Steiner trees: SERT and SERT-C. SERT is amodi�ed Prim's algorithm when adding sinks to the tree it minimizes the maximal Elmoredelay of the interconnect tree. SERT-C is a modi�cation of SERT that minimizes the delayat a single critical sink. While Hong, Xue, Kuh, Cheng and Huang [HXK+93] proposeda modi�ed Dreyfus-Wagner Steiner tree algorithm for minimizing the maximal path delay,Prasitjutrakul and Kubitz [PK90] proposed an algorithm for the minimization of the delay



6. Delay Bounded Routing 88slacks (i.e., di�erences between the real delays and the given delay bounds) at sinks.The major di�culty in the critical sink delay minimization is how to choose the accuratecriticality for each critical sink to satisfy the delay bounds of multiple critical paths.Designers have to depend on intuition and perform design iterations. In typical deepsubmicron designs, more than 60 percent of the paths in a timing-critical design are critical[TT94].In the rest of this chapter, we present a new approach for the interconnect tree con-struction under the given delay bounds. The delay bounds are decided by the static timinganalysis of the logic circuits. A low cost interconnect tree is obtained by satisfying the givendelay bounds instead of �nding the minimum delay Steiner tree.6.2 Delay Constrained Interconnect Tree ProblemA signal path in logic circuits is from a primary input to a primary output going througha set of intermediate logic cells (Figure 6.1(a)). The delay of a signal path consists of twocomponents: delays of logical cells and delays of interconnects.dpath = Xci2pathdci + Xwi2pathdwi (6:1)where dci is the delay of logic cell ci, and dwi the delay of interconnect wi.A signal path is partitioned into a set of interconnect segments between logic cells. Thelongest (critical) path delay is bounded by D (dpath � D); D is decided by the requiredclock frequency and critical path throughput speeds [NBHY89]. Delay bound for eachinterconnect segment is determined such that the delay bound D of the entire signal pathis guaranteed. Hauge, Nair and Yo�a [HNY87] proposed the zero-slack algorithm thatcomputes the maximal allowable delays for individual interconnect segments, based on the



6. Delay Bounded Routing 89static timing analysis of logic paths. This algorithm begins by computing delay slacks basedon a tentative set of interconnect delays chosen so that they meet the timing requirement.The algorithm increases the delays in this set until they are maximized in the sense theystill satisfy the requirements, but a further delay increase on any connection would producea violation. Therefore, the delay bounds are obtained for the interconnect tree. Methodsfor the delay bound generation can also be found in [Luk91, YLS92, Fra92].The delay bound assignment process speci�es the delay bound for individual interconnectsegments in order to guide the timing driven physical layout stage. A delay constrainednetlist is de�ned as a set of locations of source cell and sink cells in the layout, plusthe delay bounds for each source-to-sink connection (See Figure 6.1(b)). Based on thedelay constrained netlist, a interconnect tree is constructed to minimize the tree cost whilesatisfying the source-to-sink delay bounds.The minimum Steiner trees minimize the total wire capacitance but not the wire re-sistance. In the following situations, the high interconnect resistance has the signi�cantimpact on the path delay, such that the net topology has to be optimized to meet the delayconstraints.� Technology migration: the interconnect resistance is increased due to the decreasedfeature size and the increased chip dimension.� Mismatch between the logic design and the physical layout: the delay boundsof the interconnect tree is decided in the logic design stage, but the interconnect treeis constructed in the physical layout stage.� Global nets: the most timing critical nets are those spanning a wide layout areasuch that the interconnect delays are dominant. The cases of global nets are fromfunction block to function block in chips or from chip to chip in MCMs.In the following, a delay bounded minimum Steiner tree (DBMST) is used for the
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(a) Signal paths and interconnect segments in the logic circuit.
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(b) Delay constrained netlist with assigned delay boundsFigure 6.1: A layout netlist is extracted from the logic interconnect segments.Delay bounds are assigned for the netlist from the source cell to sink cells, forsatisfying the longest path delay requirement in the logic paths.topology of the delay constrained interconnect tree. Based on the delay bounded minimumSteiner tree, a methodology for the timing driven layout is shown in Figure 6.2. In thestages of the physical layout, DBMST is used to estimate or accomplish the routing.Delay Bounded Minimum Steiner Tree (DBMST) Problem: Given a delay
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Static timing analysis of logic circuits

Delay bound assignment to layout netlists

Floorplanning, placement and routing

                               DBMST

Figure 6.2: Timing Driven Layout Frameworkconstrained netlist and a routing graph G = (V;E) with a edge-cost and a path-delayfunction, construct a tree spanning the netlist, such that the delay bounds are satis�ed andthe sum of costs of edges in the tree is minimized.The edge-cost function usually evaluates the wiring length or routing congestion. Thepath-delay function evaluates the delay in the interconnect tree from the source to sinks.Path delays of a RC interconnect tree are evaluated by the Elmore delay model [Elm48].Path delays of a transmission line RLC tree are evaluated using the S-parameter based delaymamcromodels [LDWC93]. Finally, DBMST is a NP-hard problem since it is reducible toa minimum Steiner tree problem.6.3 DBMST ApproachThe delay bounded minimum Steiner tree (DBMST) is a feasible region optimizationproblem, where the feasible region consists of delay bounded trees. The new approach (wecall DBMST approach) constructs a delay bounded minimum Steiner tree in two phases; askeleton 
owchart is shown in Figure 6.3(b).



6. Delay Bounded Routing 92� Initial phase: construct an initial tree T0 satisfying the given delay bounds.� Improvement phase: re�ne the tree iteratively to reduce the tree cost while satisfyingthe delay bounds.
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delay bounded routing trees

Optimum solution:
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(a)Feasible search optimization

 Step 1:Construct an initial interconnect tree with

 Step 2:Iteratively refine the interconnet tree to
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source to sinks are always bounded
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 the maximal delay slacks

ment or resynthesis

(b) Flowchart

Figure 6.3: Basic Methodology Used in DBMSTThe initial tree T0 is constructed as a max-delay-slack tree, in order to satisfy the givendelay bounds. The de�nition of a max-delay-slack tree will be given in Section 6.4. Ifthe given delay bounds are too tight, T0 may not satisfy the delay bounds. Then, theviolation to the delay bounds in T0 is back-annotated to the stages of the logic design orthe placement. The rest of this chapter assumes that the given delay bounds can be metby T0.An example constructed by DBMST is illustrated in Figure 6.4: constructing an inter-connect tree with variable delay bounds in the Hanan grid. Tree delays are evaluated inRC tree Elmore delay based on 0.35um CMOS technology. The initial tree T0 is shown inFigure 6.4(b). Then the tree is iteratively re�ned as in Figure 6.4(c)-(f): cutting a path(the dashed lines) from the tree, and then linking a new path to reconnect the tree. The



6. Delay Bounded Routing 93total wire length (cost) is monotonically decreased during the re�nement process. The �naltree is shown in Figure 6.4(g).
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Figure 6.4: Illustration Example of DBMST ApproachWe compare the result with two other kinds of tree: minimum Steiner tree and minimumdelay tree. The minimum Steiner tree is constructed by the 1-Steiner algorithm [KR92]
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Figure 6.5: Delay table of 1-Steiner, SERT and DBMST. The total wire lengths ofinterconnect trees are as follows: 1-Steiner 41000 �m, DBMST 41100 �m, SERT53200 �m.and the minimum delay tree by the SERT algorithm [BKR93]. Results are summarizedin Figure 6.5. The total wire length of DBMST is very close to (0:24% higher) that of1-Steiner, and is 22:7% less than that of SERT. Although delay bounds are satis�ed byDBMST and SERT, the signi�cance of DBMST is its low cost by meeting the delay boundconstraints instead of minimizing the delay.6.4 Max-Delay-Slack Tree (MDST) as Initial DBMST6.4.1 Path Mapping AlgorithmFor a sink ti, the delay slack is de�ned as: s(i) = D(i)� d(i), where D(i) is the delaybound and d(i) the actual delay in the tree. T0 is constructed based on the following twoconditions:1. s(i) � 0, for each sink ti;2. min(s(1); s(2); : : : ; s(n)) is maximized.



6. Delay Bounded Routing 95T0 is thus a max-delay-slack tree based on the second condition. Obviously, a max-delay-slack tree helps T0 to satisfy the �rst condition: sinks have non-negative slacks. If amax-delay-slack tree still cannot have the non-negative slacks, the locations of the sourceand sinks or the logic circuits have to be updated.Max-delay-slack tree construction has been proved to be a NP-hard problem [ZPD94,BKMR94]. Prasitjutrakul and Kubitz[PK90] proposed a heuristic that constructs a max-delay-slack tree by connecting sinks to the tree in the order of the closeness to the tree. Thisenforced order based on neighborness will de�nitely lose the delay optimization [BKR93].Natural order of sink connections should be related to the delay slacks, instead of thephysical closeness, since our goal is to maximize the minimum delay slack and sinks havevariable delay bounds. We propose a new algorithm in order to construct the max-delay-slack tree driven by the global information of delay slacks at sinks. The tree is grown fromthe source, and at each stage, sinks are classi�ed into two types: connected sinks and freesinks. The connected sinks have been connected to the tree, and free sinks have not. Aweighted bipartite graph G = (Vl; Vr; E) called path slack graph is de�ned to represent thepath candidates in order to connect the free sinks to the tree. The shortest path is used toconnect the free sink, because the shortest path adds the minimum additional capacitiveload to the tree.Vertices in left side (Vl) of G represent the nodes in the tree, and vertices in right side(Vr) represent the free sinks. Edges of G represent the shortest paths from every free sinkto every node in the tree. Weights are assigned to edges in G to represent the minimumdelay slack of the resulted routing tree, when we connect the free sink to the speci�c nodeon the tree using the corresponding shortest path. Let t1; t2; : : : ; tk be connected sinks, andtk+1 be a free sink. Let ni be any node in the tree. The edge weight W (ni; tk+1) is de�nedas:



6. Delay Bounded Routing 96W (ni; tk+1) = min(s(1); s(2); : : : ; s(k); s(k+ 1)) (6:2)where s(1); s(2); : : : ; s(k + 1) are delay slacks at sinks t1; t2; : : : ; tk+1 in the tree when thefree sink tk+1 is connected to the node ni using the path represented by the edge (ni, tk+1)in G. A special case is W (ni; tk+1) = �1, when no path exists between ni and tk+1 due tothe layout blockage.
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Figure 6.6: Bipartite Graph Model of Path Candidates to Free SinksWith the help of the path slack graph G = (Vl; Vr; E;W ), we can determine theconnection of free sinks using the best path. This is achieved in two steps.1. Mapping: we map each free sink in Vr to a node in Vl via the edge with the largestweight of all adjacent edges connected to this free sink in G, and we de�ne the largestweight as the mapping weight of this free sink.2. Critical mapping: we select a mapping with the least weight.The mapping step determines the best path used to connect each free sink to thetree. The objective is to maximize the minimum delay slack in the tree including already



6. Delay Bounded Routing 97connected sinks. The critical mapping step determines which free sink is connected to thetree next. The critical mapping at one stage of tree growing is the mapping with the leastweight. The free sink of the critical mapping is called critical free sink. In other word, thecritical free sink is selected of all free sinks that will results in the smallest delay slack ofthe tree if this critical free sink is connected. The reasons are as follows. The objective ofa max-delay-slack tree is to maximize the minimum delay slack of sinks. The optimalityof the tree depends on the maximization of delay slacks for critical sinks. As we know,for a sequential router (everytime a destination is connected), early stage connections havemore 
exibility to maximize the delay slacks of critical sinks, and later connections haveless freedom or optimization space due to the existence of connected sinks.The algorithm starts from the source, and at each stage a critical free sink is connectedto the tree using the critical mapping. The high-level pseudo code is given in Figure 6.8.T0 shown in Figure 6.4(b) is constructed using the algorithm (In Figure 6.4(b), sinks aremarked in the order of connections, i.e. t1 is connected before t2, etc.)6.4.2 Dynamic Update of Path Slack GraphEverytime a free sink is connected to the tree, we make a incremental update of thepath slack graph G, instead of re-constructing G again, to reduce the running time. Theincremental update of G is accomplished in three steps:(a) Add on G new nodes in the tree, and add the new edges (shortest paths) on G fromthe new nodes to the free sinks;(b) Update connection paths from nodes of the tree to free sinks;(c) Update weights of edges in G.Step (a) is done by listing new nodes on the left side of G; these new nodes are justadded to T . On the right side of G, the free sink is deleted that has just been connected to
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Figure 6.7: A free sink is determined for the next connection with the best path,based on the mapping result.T (See Figure 6.9(b)), and shortest paths are found from the new nodes to remaining freesinks. Step (c) is done by recalculating the minimum slack of the routing tree once a freesink is connected to a speci�c node on T .The key step of the incremental update is step (b). We want to maintain the previousconnection paths (shortest paths) from the nodes on T to free sinks as much as possible, i.e.to avoid the redundant calculations of shortest paths. Suppose t� is just connected to tree



6. Delay Bounded Routing 99INPUT :G(V;E) = graph, s = source,S = set of sinks, n = number of sinks,DB = set of delay bounds for sinks.OUTPUT :A max-delay-slack Steiner tree spanning S [ fsg.PROCEDURE MDST (G(V;E), s, S, DB, n) fi = 0;T = fsg, Vl = fsg, Vr = S;while (i < n) fUpdate the weighted bipartite graph G = (Vl; Vr; E)Vl = set of nodes on the tree, E(Vl; Vr) = set of shortest paths between Vl and Vr,W (E) = set of weights of E (related to delay slacks);Map each free sink in Vr to the tree node in Vl with the largest weight;t� = critical sink in Vr with the least mapping weight;Connect t� by the critical mapping;T = T + t�, Vr = Vr � t�, i = i+ 1;gg Figure 6.8: Max-Delay-Slack Tree Algorithm Description
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6. Delay Bounded Routing 100T , and p� the new path added to T . For every path candidate p corresponding to an edgein the path slack graph G, a correctness check is made for p: we trace the path p, and it isa correct path if it has not encountered the new path p�, elsewise it is a incorrect path. So,incorrect paths are removed from G and correct paths remain in G without recomputation.Instead of re-computing all paths (shortest paths) from nodes on T to free sinks, we �rstmake the correctness check to all existing paths in G. Only for incorrect paths and newnodes on T , we recompute shortest paths to free sinks. So, most of previous connectionpaths (correct paths) are kept in G without the re-computation.6.5 Iterative Cut-and-Link for Re�ning DBMSTDBMST performs continuous delay-bounded re�nement of the routing tree starting fromT0. The algorithm terminates when the tree cost can no longer be further decreased. For thefeasible search optimization, at each re�nement from Tk to Tk+1, the following conditionsare satis�ed.1. To maintain the solution in the feasible region, we keep Tk+1 delay-bounded.2. To re�ne the tree in the right search direction, i.e. we make a maximal cost reduction(steepest-gradient) at each re�nement.Cut-and-link is the key operation in the tree re�nement, that the tree Tk is cut to twosubtrees T a and T b by deleting one path in the tree, then a new path previously not inthe tree is added to link the two subtrees T a and T b again. Once a round of cut-and-linkis done, Tk is re�ned into Tk+1. The cost of a path is the sum of costs of edges on thispath. If the cost of the new path is smaller than the cost of the deleted one, the cost ofthe tree is decreased. The concept of cut-and-link tree has been explained in Chapter 4for the re�nement of the global clock tree. Instead of a skew constrained shortest path torelink two subtrees T a and T b, we �nd a delay bounded shortest path p between T a and



6. Delay Bounded Routing 101T b with the smallest cost, subject to the constraint that the new tree Tk+1 = T a [ T b [ pis a delay-bounded tree. The algorithm to �nd a delay bounded shortest path is the sameas the skew constrained shortest path given in Chapter 4.The high-level description of DBMST is shown in Figure 6.10. An example is illustratedin Figure 6.4.INPUT:G(V;E) = graph, s = source,S = set of sinks,DB = set of delay bounds for sinks,OUTPUT:A delay bounded Steiner tree spanning S [ fsg.PROCEDURE DBMST(G(V;E), s, S, DB) fk = 0;T0 = a max-delay-slack tree;do fBestGain = �1;Derive the deducted tree T 0k from Tk;for (Each path p in Tk (each edge in T 0k)) fq = delay bounded shortest path corresponding to p;g = gain if p is switched to q;if (BestGain < g)BestGain = g;gif (BestGain > 0) f(p; q) = pair of cut-and-link paths with the gain equal to BestGain;Remove p from tree Tk, making Tk � p equal to two subtrees T a and T b;Tk+1 = q + T a + T b;k = k + 1;gg while (BestGain > 0);g Figure 6.10: DBMST DescriptionAlways limiting the search in the feasible region (Rb) de�nitely loses some opportunityfor tracing the best search path to the global optimum solution. The opportunity of globaloptimum solution is increased if we increase the space of the feasible search region. De�nea pseudo feasible region R0b expanded from Rb. For a sink ti, slack s(i) = D(i) � d(i),
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Figure 6.11: m-Cut-and-Linkwhere D(i) is the delay bound, and d(i) the actual delay. The minimum slack s� =min(s1; s2; : : : ; sjSj) for jSj sinks 2 S. We have s� � 0 for trees in Rb. We expand Rbto R0b such that trees are allowed with s� � ��, where �� is a relaxed negative slack.From Tk to Tk+1, we allow tentative search path out of Rb but within the pseudo feasibleregion R0b to achieve more cost reduction. In other word, intermediate tree con�gurationsbridged between Tk and Tk+1 are allowed exceeding the required delay bounds althoughthe �nal Tk+1 should be delay bounded located in Rb. This strategy is illustrated in Fig.6.11(a), which is done by the principle of group migration that chooses the best solution in asequence of cut-and-link trees instead of one step of cut-and-link.1 We call m-cut-and-link.A sequence of m times of cut-and-link tree is tentatively performed. The �rst m�th timesare accepted resulting in the minimum transition cost c�k;k+1.Once we cannot �nd a solution (new delay bounded tree con�guration) in Rb, the searchspace is expanded to R0b. At each stage of m times of tentative cut-and-link, we �rst try to�nd a cut-and-link in Rb with the maximal gain. If no cut-and-link is allowable in Rb due1Group migration technique[KL70] was used in the bi-partition problem of circuits.



6. Delay Bounded Routing 103to the delay bound requirement, we continue to �nd a cut-and-link in R0b with the maximalgain using the same algorithm as in Section 4:2. The cut-and-link in R0b is accomplishedsuch that the tree is allowed to have a relaxed negative minimum slack, i.e. s� � �� (� � 0),when we decide the delay bounded shortest path p between two subtrees T a and T b. p isthe delay bounded shortest path which makes the tree T = T a + T b + p with the smallestslack s� � ��.A transition cost ck;k+1 from Tk to Tk+1 is de�ned as follows, where Ck+1 and Ck arecosts of Tk+1 and Tk.ck;k+1 = 8>><>>: Ck+1 � Ck if Tk+1 is a delay bounded tree 2 Rb;+1 else Tk+1 2 R0b. (6:3)If Tk+1 is a delay bounded tree, we have ck;k+1 � 0. Based on (6.3), if Tk+1 can notsatisfy the delay bounds but still with s� � �� (in R0b), we have ck;k+1 = +1 (positive). Asshown in Fig. 6.11(b), the �rst step of cut-and-link has positive ck;k+1 (the delay boundsare not satis�ed), but we still proceed to the following m� 1 cut-and-link trees, and selectm� cut-and-link tree re�nements as the result of Tk+1; Tk+1 has less cost than Tk sincec�k;k+1 < 0. If a sequence of m cut-and-link trees results in positive (+1) transition cost atevery time, as shown in Fig. 6.11(c), then Tk+1 = Tk, because no new delay bounded Tk+1can be constructed by these cut-and-link trees.6.6 Time Complexity AnalysisWe analyze the time complexities of two major stages in DBMST: constructing T0 andthe later re�nement process. The time complexity of constructing T0 is dominated by theconstruction of the bipartite path slack graph. The path slack graph can be constructed inO(n2jT j), where n is the number of nodes in the routing graph (not the bipartite path slack



6. Delay Bounded Routing 104graph) and jT j is the number of nodes in the tree. The dynamic update of the bipartitepath slack graph can further reduce the computational time. Since m sinks are connectedsequentially, the total time complexity of constructing T0 is thus O(mjT0jn2), where jT0j isthe number of nodes in the output tree.The average bound of iterations executed by DBMST can be obtained by the stochasticanalysis as shown in Theorem 4.1 and Corollary 4.1. The expected iteration number oftree re�nements executed by DBMST is O(nlog(n)) for n nodes in a routing graph. Theexpected number of tree re�nements executed by DBMST is O(n) for n nodes in a degree-bounded routing graph. At each iteration, the running time is dominated by �nding thedelay bounded shortest path which can be done in O(kn2) when using k-shortest pathincremental construction [Law76], where k is the number of shortest paths evaluated whenthe delay bounded one is found. So, each iteration of the re�nement is done in O(kjT jn2) forjT j edges in the tree, since we compute gains of all pairs of cut-and-link paths for selectingthe one with the largest gain.6.7 Experimental ResultsDBMST has been implemented in C++ with the delay constrained netlist as the input.We evaluate the performance of DBMST compared with existing approaches based on0:35�m CMOS technology (Table 6.4). Experimental results are shown in Table 1 and Table6.2. Since there are no known standard benchmarks, we take the benchmarks originally forthe clock nets [Tsa91a, CHJ+92]. Note that only random examples are used in most ofrelated papers [CKR+92, BKR93, BKMR94]. For the reason of e�ciency, we partitionevery benchmark in multiple nets with on average 15 terminals. Table 1 and Table 6.2shows the average result of multiple nets (r1: 18 nets, r2: 40 nets, r3: 58 nets, r4: 127 nets,r5: 207 nets, primary1: 18 nets, primary2: 40 nets).



6. Delay Bounded Routing 105Table 1 lists the result statistics of interconnect trees constructed by DBMST, 1-Steiner[KR92] and SERT [BKR93] based on the RC Elmore delay. Besides the delay satis�cationfor all testing examples, DBMST obtains the total wire length on average 0:9% higher thanthe total wire length obtained by 1-Steiner. On the other hand, the total wire length ofDBMST is on average 38% less than that obtained by SERT. By making use of the delaybounds for the iterative tree re�nement, instead of the delay minimization as in SERT,DBMST can signi�cantly reduce the penalty of the total wire length. The running speedof DBMST is reasonably e�cient since it takes 1=3� 1=2 running time of 1-Steiner.Total Wire Length (�m) Delay (ns) CPU Time (sec)1-Steiner DBMST SERT 1-Steiner DBMST Bound SERT 1-Steiner DBMST(min-cost) (min-delay)r1 78943 79697 131976 8.4 5.2 6.0 4.5 74.2 25.5r2 112341 113755 180052 15.7 9.8 10.0 7.7 77.1 25.3r3 115092 115643 187462 17.0 9.7 10.0 8.2 78.4 25.8r4 150834 152124 245554 26.3 15.4 16.0 13.4 77.6 24.3r5 166356 167746 268783 32.6 19.5 20.0 15.1 80.2 25.7Primary1 9458 9589 15612 0.18 0.14 0.15 0.11 24.5 11.5Primary2 9563 9572 15637 0.17 0.15 0.15 0.12 20.9 10.7Table 6.1: Experimental Comparison of DBMST, 1-Steiner and SERT. Runningtime is measured on a SUN Sparc-20 workstation.Table 6.2 shows the results of DBMST and BRBC for the same testing benchmarks,based on the linear delay model, that is, the path length is used as the path delay estimation.BRBC constructs a radius (longest path length) bounded interconnect tree , and the boundof the radius is adjusted by (1 + �)dmax, where dmax is the maximum Manhattan distancebetween the source to sinks and � is the adjusting parameter to control the required boundof path lengths. Here, DBMST is executed by using the path length as the delay estimationfor the purpose to compare BRBC.DBMST is superior to BRBC in the total wire length as well as the longest path length.Due to the e�cient iterative re�nement process in DBMST, the total wire length of DBMSTis 3:1 � 33:3% less than the constructive approach BRBC. When the path length bound



6. Delay Bounded Routing 106is decreased (using the smaller �), the reduction of the total wire length by DBMST isincreased. For the shortest path trees (� = 0), the reduction of the total wire lengthis 33:3%. Table 6.2 also shows that the radius (longest path length) of interconnectedtree by DBMST is always less than that by BRBC. We think it comes from the di�erentmethodologies used in DBMST and BRBC. DBMST starts from the shortest path lengthtree, and then re�nes the tree for small total wire length. BRBC starts from the minimumSteiner tree, and re�nes the tree until the satis�cation of the bound on path lengths.Total Wire Length (�m) Radius of Tree (�m)� BRBC DBMST Reduction Bound BRBC DBMST Reduction(average) (average)r1 81910 79738 73896 33626 28364r2 116389 113082 105197 47587 42186r3 119801 115478 110818 50257 443732.0 r4 156544 152128 3.1% 144291 65134 57669 12.4%r5 173334 167547 152756 71042 61268primary1 9764 9545 10277 4721 4310primary2 9807 9558 14925 5402 5114r1 82432 79738 49264 33102 28364r2 117748 113072 70131 47174 42104r3 120864 115510 73878 49712 440511.0 r4 157949 152117 3.8% 96194 64177 57603 11.1 %r5 174131 167656 101837 68648 61025primary1 9764 9550 6851 4721 4250primary2 9807 9558 9950 5402 5114r1 87779 79943 36948 30644 28146r2 123325 113522 52598 43367 40617r3 128428 115826 55409 46081 429320.5 r4 167047 152673 8.6% 72145 58974 54771 7.2%r5 183053 167937 76378 64218 59202primary1 10792 9611 5138 4391 4085primary2 9807 9558 7462 5402 5114r1 128222 84933 24632 24632 24632r2 175547 120354 35065 35065 35065r3 180060 120625 36939 36939 369390.0 r4 239142 159738 33.3% 48097 48097 48097 0%r5 266388 175903 50918 50918 50918primary1 15531 10274 3425 3425 3425primary2 16895 9731 4975 4975 4975Table 6.2: Experimental Comparisons of DBMST and BRBC AlgorithmsMore random examples are tested to evaluate DBMST on di�erent technologies of ICsand MCMs are shown in Table 6.4 which are obtained fromMOSIS and AT&TMicroeletron-



6. Delay Bounded Routing 107ics Division. The compared algorithms are summarized in Table 6.3. Over a wide range ofsink numbers as shown in Figure 6.12 and Figure 6.13, DBMST consistently constructs theinterconnect trees with the total wire length very close to that by 1-Steiner, and smallerthan that by KMB. The iterative re�nement process is very e�cient that reduces the totalwire length on average about 60% (comparing the total wire lengths of MDST and DBMSTin Figure 6.12 and Figure 6.13).MDST max-delay-slack tree algorithm proposed in this paper, which is the initial tree in the DBMSTDBMST delay bounded minimum Steiner tree algorithm proposed in this paper1-Steiner Iterative 1-Steiner minimum Steiner tree algorithm [KR92]KMB minimum Steiner tree algorithm based on the minimum spanning tree approach [KMB81]Table 6.3: List of Compared Algorithmschip size Rb (m
=�m) Cb (fF=�m) Rd (
) Ct (pF )1 �m CMOS 10 � 10 mm2 30 0.02 100 0.020.5 �m CMOS 20 � 20 mm2 120 0.02 100 0.010.3 �m CMOS 40 � 40 mm2 480 0.02 100 0.005MCM 100 � 100 mm2 8 0.06 25 0.2Table 6.4: The technologies tested in the experiments.
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(a) (b)Figure 6.12: Comparison of costs. (a) 1�m CMOS. (b) 0.5 �m CMOS.
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7. Further Work and Summary 109CHAPTER 7. Further Work and Summary
We brie
y touch on three interesting aspects that are worth investigating further basedon the work that has been presented in this dissertation.7.1 Power and Ground Synthesis Based on Area I/OsProblems associated with power and ground distribution become serious because ofsimultaneous switching (di/dt) noise and IR voltage drops in large chips. Since low supplyvoltage is becoming common for low power design, the noise margin is further reduced,and the lead inductance of wire bonds may no longer be tolerable. Flip chip technologyprovides a 10-20 times reduction in lead inductance compared with wire bonding. The chipand package co-synthesis scheme can be extended to power and ground networks. Exclusivepackage layers can be used for power mesh and ground mesh, and they can be connectedto chips by area I/Os. This approach is shown in Figure 7.1.Flip chip technology combined with this co-design scheme provides signi�cant advantagesfor noise reduction. The amount of di/dt noise is proportional to the e�ective inductance ofthe power distribution network. The e�ective inductance is further reduced due to multiplepower and ground connections from the chip to the package. Note that 
ip chip mountingcan provide many more I/O connections than other attachment techniques. Because thepower and ground nets are distributed only in local regions of the chip, the inductance
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Figure 7.1: Chip and package co-design scheme for power/ground distributionand resistance of the on-chip power and ground lines are small. Global interconnects ofpower and ground nets are routed using meshes, with very small interconnect resistanceand inductance, on the package level. Decoupling capacitors are added at the package levelto decrease di/dt noises.7.2 Chip and Package Co-design of InterconnectsSurface contact from chips to the substrate is realized by area I/O technology. Using thistechnology, some congested or long wires previously on chip can now be moved to packagelayers. this will result in good routability and less chip area. Furthermore, due to the lowresistance and capacitance of interconnects on package layers, both the delay and powerdissipation of interconnects are reduced. This idea has been demonstrated in the proposedscheme for the clock network. In other words, we tend to assign short interconnects insidechip, while long interconnects (e.g. buses) previously on chip move to the substrate. Sincethe package layer has much smaller RC delay, the interconnect delay is signi�cantly reduced.The cost increase of an additional layer on the package is less than a layer on chip (because



7. Further Work and Summary 111the substrate has a much larger feature size and wire spacing), so the cost of the entire VLSIsystem is reduced. Developing CAD tools for chip and package interconnect co-design isexpected.7.3 Interconnect ElectromigrationInterconnect electromigration, caused by high current density, needs to be accountedfor in the design of a large size clock network [BBB+89]. Electromigration is a wear-outphenomenon, in which the mean time before failure (MTBF) of a metal wire predominantlydepends on the current density. The current density of a wire is inversely proportional tothe width of a wire. The maximum allowable current density provides lower bounds on thewire widths for the clock sizing optimization discussed in Chapter 5.7.4 SummaryThe main contributions of this Ph.D. dissertation are summarized below:1. Since the package layer has far smaller RC interconnect parameters than a chip layer,assigning the global clock tree to the package layer can decrease the clock skew, pathdelay and interconnect capacitance (power) signi�cantly. A two level clock distributionscheme is proposed based on a new design concept: chip and package co-design of clocknetworks. Local clock trees are routed on chip and the global clock tree is routed onthe package layer. The performance advantages are demonstrated using industrialchips and a set of benchmarks.2. Meeting the tolerable skew constraints that exist between clocked registers in digi-tal circuits (instead of minimizing the clock skew) can simplify the clock distributiondesign and reduce the total wire length of the clock network. Clock net cluster-



7. Further Work and Summary 112ing/partitioning in the two level clock distribution scheme is done based on the tol-erable skew constraints. Clock trees are handled di�erently at two levels of the clockdistribution. Because of the tolerable skew and the (small) localized routing area ineach cluster, the local level clock trees are routed using Manhattan minimum span-ning trees so as to reduce the total wire length of the clock network. However, theinter-cluster skew constraints are usually tighter than the intra-skew constraints, andthe global clock tree has a large span to balance the delays from the clock source toclusters. So, the global clock tree is initially routed as a planar equal path lengthclock tree. On the package layer, the clock skew of a equal path length clock tree isclose to zero.3. Using a single layer for the clock tree reduces the delay and attenuation through viasas well as the sensitivity to process variation. When the global clock tree is placed onthe package, a single package layer can be used exclusively for the clock network. Theglobal clock tree is routed as a planar equal path length tree for single layer routing.A novel algorithm is presented which constructs a planar clock tree with equal pathlengths | the length of the path from the clock source to each destination is exactlythe same. In addition, the path length from the source to destinations is minimized.These properties are maintained in the geometrical embedding that transforms eachbranch of the planar clock tree to a set of rectilinear wires.4. An equal path length global clock tree may have much more total wire length than aminimum Steiner tree due to the equal path length requirement for meeting the skewconstraints. Skew constrained iterative re�nement of the global clock tree decreasesthe total wire length monotonically while satisfying the inter-cluster skew constraints.Skew constrained cut-and-link tree is the key operation in the iterative tree re�nement.



7. Further Work and Summary 1135. To achieve path delay balance, instead of making the faster path slower by elongatingwires as done in most zero skew clock routing methods, we use a wire sizing techniqueto make slow paths faster. This wire sizing technique can be used to reduce the clockskew of the equal path length global clock tree. This is necessary when the globalclock tree has untolerable skew because it is assigned to a chip layer instead of apackage layer. The Gauss-Marquartd's least square estimation method has been usedto solve the clock sizing optimization problem.6. Delay constrained interconnect tree construction is a key procedure for timing-drivenlayout. Two major impacts of our formulation on this problem are: (a) using delaybounds from the logic circuit static timing analysis to guide the physical interconnecttree construction; (b) obtaining a low cost interconnect tree by satisfying the givendelay bounds instead of using a minimum delay Steiner tree. An iterative approachis proposed for the delay bounded minimum Steiner tree (DBMST) construction.



8. Appendix: Clock Network Modeling and Delay Analysis 114CHAPTER 8. Appendix: Clock Network Modeling andDelay Analysis
For a multilayer embedded wire [Fry94] as shown in Fig. 8.1, the capacitance per unitlength (neglecting the sidewall capacitance) isC � �w=ti (8:1)where w is the line width, ti the insulator thickness, and � the dielectric permittivity. Theinductance per unit length (neglecting the �elds inside the metal itself) isL � �ti=w (8:2)Here, � is the dielectric permeability. The resistance per unit length isR � �=(wtm) (8:3)where � is the metal resistivity, and tm the wire thickness.Each branch (wire) of a clock distribution network is modeled as a distributed RLC line,as shown in Fig. 8.2(c). The line resistance, line inductance and line capacitance is theRLC per unit length values multiplied by the line length. A RC line is used to model abranch when the inductance L is not considered. A via, with a short wire through it, can
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Figure 8.1: Embedded microstripeline structure for a wire (branch).be modeled as a distributed RC line (Fig. 8.2(c)), neglecting the inductance.The clock source driver is modeled as a ramp voltage which approximates the inputsignal with the rise time measured in 10� 90%VDD, as shown in Fig. 8.2(a). The sourcehas a on-line resistance Rd,1 and an output capacitance Cd. A clock terminal is modeledas a load capacitance of the input gate, as shown in Fig. 8.2(b).The equivalent RLC circuit model is constructed for a clock distribution network byusing the models of the clock driver, terminals, branches and vias. A clock tree is modeledas a RC tree as shown in Fig. 8.3 with the line inductance not considered.Elmore delay is the �rst-order approximation of the response voltages at clock terminalsin a RC tree [Elm48, RPH83]. Formally, the delay d(s; t) from source s to a sink t isevaluated as follows (Elmore Delay Model):d(s; t) = Rd(Cd + C0) + Xei2path(s;t)ri(ci=2 + Ci) (8:4)where ei is the edge from node ni to its parent, C0 the total capacitance of terminals and1The on-line resistance for a CMOS inverter is the half-approximation of PMOS transistor and NMOStransistor.



8. Appendix: Clock Network Modeling and Delay Analysis 116

Vin

Rd

Cd

  (a)

ck

tk

(b)

V1 V2
R, L, C

layer 1

(c)

V1

layer 1

(d)

V2

CR,

layer 2

Figure 8.2: Models of basic elements. (a) Driver: ramp voltage source. Rd and Cdare output resistance and capacitance of the driver. (b) Terminal: load capacitor.(c) Branch: distributed RLC line. (d) Via: distributed RC line.edges of the RC tree, and Ci the total capacitance of terminals and edges in the subtree ofT rooted at ni.The time-of-
ight delay is tf = lv (8:5)where l is the path length and v the light velocity.When time-of-
ight delay is signi�cant, the transmission line phenomena become notice-able; then a generalized delay macromodel [LDWC93] is used to do the transmission linedelay analysis. This delay macromodel is based on the scattering-parameter (S-parameter)
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