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Objective-Based Routing For Physical Design-For-TestRichard McGowenabstractThis dissertation describes how objective-based routing can be used to create circuitsthat are more testable. It presents techniques that allow the importance of routing time,routing area, and testing di�culty to be weighed against one another. These techniques varythe strength of an objective function to take the relative importance of di�ering goals intoaccount. These techniques achieve signi�cant improvements in testability with minimal timeand area penalties. This dissertation presents methods for using the routing techniques toe�ciently improve the testability of circuits under the static-voltage and pseudo-exhaustivetesting methodologies and gives results for sample circuits. It discusses the relevancy ofvarying strength objectives to routing in general.Keywords: Routing, Channel Routing, CAD, VLSI Layout, DFT, P-DFT, Testability,Design For Test, Goal-Oriented Routing
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11. IntroductionDuring the fabrication of an integrated circuit, errors may occur that cause two wiresto be shorted together. Unintentional shorts are undesirable as they may cause a circuitto fail or may decrease its long-term reliability. In order to detect such shorts, the circuitmust be tested. However, some shorts are more di�cult to detect than others. Some maybe undetectable. Increasing quality requirements drive the need for Physical Design-For-Testability. The goal of this research is to de�ne and demonstrate how an objective-basedchannel router improves testability.To ease the testing problem and increase the likelihood of shorts being detected, theprobability of an undetectable or hard-to-test short occurring should be reduced. This canbe accomplished by generating circuit layouts that have increased spacing, or additionalwires, between wire pairs that could potentially cause undetectable shorts. When improvingtestability, care must be taken to ensure that this is not detrimental to the achievement ofother, more important, goals. Since the relative importance of goals varies from design todesign, it is important that the router be able to vary the strength with which it increasestestability. The importance of a goal may range from that of an objective, a goal thatshould be met, to a constraint, a goal that must be met. Although increased testability isimportant, it is not necessary and can be considered an objective. To allow trade-o�s to bemade with other goals, such as routing time or routing area, the router should be capable ofvarying the relative strength with which it increases testability. This can be done by usinga carefully designed weighting scheme.This dissertation describes a channel router that makes use of the above ideas to generatemore testable circuits. First, previous work on improving the testability of circuits throughlayout modi�cation is presented. Next, an overview of channel routing and goal-orientedrouting is given. The development of a channel router that improves testability is thendescribed and its performance measured. It is then shown how the routing techniquescan be used to generate more testable circuits. The applicability of the underlying ideas



2to routing in general is then discussed. Finally, areas of future work and conclusions arepresented.



32. Physical Design-For-Test OverviewPhysical Design-For-Test (P-DFT) is the process of changing the layout of a circuit tomake it more testable. It is a subset of Physical Design-For-Manufacturability (P-DFM),the process of modifying the layout of a circuit to produce and ship a larger number ofgood die. Some of the work presented in this chapter provides both P-DFT and P-DFMtechniques. The P-DFM techniques are included because they also improve the testabilityby relaxing the importance of testing for speci�c faults, even though their primary focus isimproving other manufacturability aspects, such as reliability.2.1 Cell Modi�cationsOne way in which the testability of circuits has been improved has been to change thelayout of cells so that the cells themselves are more testable. One reason for doing this is totake advantage of the reuse of cells within a circuit and across many designs. By investinge�ort in cell design, a large improvement in testability can be gained since the cells will beused many times.2.1.1 Targeting Stuck-Open FaultsIn 1987, Koeppe provided layout rules for decreasing the likelihood of occurrence ofhard-to-test stuck-open faults and for improving their testability should they occur [Koe87].Stuck-open faults present particular problems when they occur in parallel paths in CMOSgates as they can introduce state into the circuit and require a sequence of patterns to testa single fault[Wad78]. To ease this problem, Koeppe suggested three modi�cations that canbe made to cells during the layout process.The �rst modi�cation targets opens in paths to power or ground. Parallel paths arereplaced with a ring-shaped LOCOS structure. Moving the parallel paths into the di�usionlayer provides two advantages. The di�usion layer is less likely to experience a break fault
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inFigure 2.1: Koeppe's second suggested modi�cation.(DFM), A break in the metal layer or a contact will now disconnect the entire parallelnetwork; thus the fault can usually be detected with a simple stuck-at test (DFT).The second modi�cation targets the susceptibility of gate inputs to opens. It applies tocells created with a vertical-well design style which are de�ned by Koeppe as one in which\the n-wells and p-wells are arranged in parallel with the direction of the data ow". Forthese cells, he suggests closing metal input line branches to form a single loop as shown inFigure 2.1. Doing this provides redundancy that can overcome a single break in the inputline.The third modi�cation targets the testability of gate input to opens for the horizontal-well design style. In this case, Koeppe suggests that input lines be branchless and connectto gates in parallel paths before gates in serial paths. By wiring inputs up in this manner,testing is eased since any break in an input line will disconnect the serial path transistor(s),which, like the �rst modi�cation, causes an easily detectable stuck-open fault. The faultis easily detectable since either the pull-up or pull-down path (whichever is serial) will betotally disconnected and once a parallel path has precharged the output, the fault willbehave as a stuck-at fault.2.1.2 Local TransformationsLevitt and Abraham also considered the problem of enhancing testability through themodi�cation of cell layouts [LA90]. They devised a method whereby local transformationscan be performed on an extended switch-graph representation of a circuit to increase itstestability. The �rst transformation they proposed, shown in Figure 2.2, is equivalent to
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6purposes, now ignore a break in line z. Before the transformation, a break in z would berelatively di�cult to detect since come complete single-stuck-at test sets will not detect thisfault. After the transformation, a break in z causes a stuck-at fault by disconnecting thecircuit output from the power rail. The third transformation, shown in Figure 2.4, is similarto the second except that now line z is removed altogether. This is a specialized case as itrequires a variable to be present in both parallel networks, being complemented in one anduncomplemented in the other.2.2 Routing Modi�cationsAnother means of improving the testability of circuits is to modify the routing. Ingeneral, this is accomplished by separating lines to reduce the likelihood of undesirableshorts occuring. Several papers advocate improving testability through routing [Ack88,TTA+91, SCS+92, FKM92, Fer93], but little actual work has been done [MF94b, MF94a].2.2.1 Routing and Placement SuggestionsIn his Ph.D. work, John M. Acken discussed reducing the likelihood of occurrence ofshorts and increasing the testability of the shorts that do occur with routing [Ack88]. Hesuggests that outputs of multi-input gates should be adjacent to as few other lines aspossible. The more inputs a gate has, the harder it is to control. If a short occurs betweentwo lines that are di�cult to set to di�erent values, the short may be hard to detect. Ackenalso suggests that segment crossing shorts be avoided. Under the pseudo-exhaustive testingtechniques, a circuit is divided into segments and each segment is exhaustively tested. If ashort occurs between two lines in the same segment, pseudo-exhaustive testing is guaranteedto detect the short if it can be detected with a single input pattern. If a short occurs betweentwo lines in di�erent segments, detection is not guaranteed.Other routing suggestions include giving preference of use to routing layers that areless susceptible to shorts and giving preference of avoidance to either adjacencies or cross-overs, depending on which is more susceptible to shorts. Since the routing is in large part



7determined by the placement, he recommended that testability should be improved duringcell placement and discussed how to do this for circuits tested with the pseudo-exhaustivetesting methodology. By modifying the placement of cells so that cells in the same segmentare grouped together within the layout, testability can be enhanced because adjacent wiresare now more likely to be in the same segment.2.2.2 Classifying Faults for P-DFTTeixeira et al. suggested dividing realistic faults into fault classes based upon theirresistance to stuck-at test sets [TTA+91]. The di�erent fault classes can then be usedto focus DFT attention where it is most needed, namely on fault classes that are hardto detect and contain large numbers of faults. Once an important fault class has beenidenti�ed, modi�cations can be guided by tracing the fault class back to its Physical FailureMode(s) (PFM). An understanding of the PFM can be used to guide the derivation of DFTrules for the fault class.The work of Teixeira et al. was further developed in a later paper [SCS+92]. In thispaper, Saraiva et al. increased the granularity of the bridging fault category and gaveDFT rules. A metric, called Rule Violation Severity (RVS) was given to help guide theapplication of DFT rules. The RVS metric helps formalize the importance of avoiding aparticular fault-type based on how often it occurs and how likely it is to be detected. Theystressed the importance of judicious application of DFT rules to avoid large area penalties.They gave the following DFT strategies:� Cell versioning: Identify di�cult-to-test areas and use test-based layouts of cells,rather than the performance-based layouts of cells, in these areas.� Testability constrained routing: Identify di�cult-to-test routing areas and increasethe distance between lines in these areas.� Selective decompaction: Identify di�cult-to-test areas where routing lines or cells areclose together and spread them out into sparse neighboring areas.



82.2.3 P-DFT Based Upon Testability and LikelihoodAlong similar lines, Khare and Maly suggested that routing and placement can improvetestability by taking a testing based objective function into account [FKM92]. They suggestusing a measure of overall testability to choose between di�erent solutions. They recommenda testability measure based on probability of detection and probability of occurrence. Forprobability of detection, they suggest using the Sandia Controllability and ObservabilityAnalysis Program (SCOAP) measures. For probability of occurrence, they suggest usingcritical area measures for each failure mode. By then weighting each fault's probability ofdetection by its probability of occurrence, and summing these numbers for all the faults inthe circuit, they feel that a measure of circuit testability can be achieved. One can thenuse this measure to compare the testability of di�erent solutions and, by using an iterativeprocess, maximize the testability.2.2.4 Targeting Fanout-Free RegionsIn 1993 Ferguson said that routing could be used to avoid placing lines adjacent to eachother if a short between them would cause feedback [Fer93]. Since separating all such linesis potentially too expensive, he said that the criteria could be relaxed. A router could targetonly lines where there is no fanout in the region between the two lines and the line closerto the output is more strongly driven.2.3 Inductive Fault AnalysisIn order to develop P-DFT techniques and to measure their improvements, it is impor-tant to know which faults can actually occur in a given layout. Inductive Fault Analysis(IFA) techniques provide a means of determining this [MFS84, Fer87, FS88]. Carafe is anexample of an IFA tool [JF93].Carafe is a realistic fault extractor that, given a circuit's layout, process technologyinformation, and fabrication defect characteristics, calculates which shorts and opens can



9occur if a spot defect modi�es a circuit during the manufacturing process. Carafe reportswhich faults can occur and reports critical area totals for each fault. The critical area for agiven fault is the total amount of area in which the center of a spot defect could land andcause the fault to occur. Critical area totals provide a means of measuring the likelihoodof a given short occurring and thus how important it is that it be covered. Critical areacoverage relates more closely to quality levels than fault coverage. Critical area totals alsoallow the impact of changes that reduce, but do not eliminate, the likelihood of a shortoccurring to be measured.



103. Channel Routing OverviewThis chapter presents a sampling of previous work on channel routing and discussesprevious work on goal-driven channel routing. This chapter provides an understanding ofgeneral and goal-oriented channel routing so that the work presented later for improvingtestability may be put in perspective.3.1 Channel Routing in GeneralChannel routing was developed as an e�cient, automated method of generating wiringfor two-layer printed circuit boards [HS71]. It has since been adapted to e�ciently generatethe interconnect for integrated circuits. The strength of channel routing is that it constrainsand divides the wiring problem, making the overall interconnect generation problem lessdi�cult.3.1.1 Terminology
Cell

Channel Top SideTerminalNetFigure 3.1: Basic channel terminologySome de�nitions of channel routing terms follow. Refer to Figure 3.1 for examples. Thechannel is the rectangular region between two parallel rows of cells in which channel routing



11is performed. Since it is customary to place cells into horizontal rows, the top side of thechannel is the side closest to the upper row of cells.A terminal is a point on a channel edge to which a connection must be made. Terminalsrepresent the inputs and outputs of cells along the channel and connections to other channelsabove and below the channel being considered. In channel routing, only the locations ofterminals along the top and bottom sides are �xed. If the locations of the side terminals are�xed, the routing problem is not considered channel routing, but rather switch-box routing.A net represents an electrical connection between two or more terminals. Each netbecomes a set of connected wire segments when the chip is fabricated.A wiring model speci�es how the wire segments will be physically represented. It speci�eshow many layers are available for wiring, the directions in which wires may run, and howthey may overlap.Using the above terms, the channel routing problem can be de�ned as: Given a channel,a list of nets, and a wiring model, generate an e�cient physical representation of the netsthat obeys the rules of the wiring model.3.1.2 Distinctions Between Channel Routers
GridpointFigure 3.2: Routing grid
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1 2 Figure 3.4: Channel with 16 columnsChannel routers can be distinguished by di�erences in their wiring models. One suchdistinction is whether a routing grid is used. Gridless channel routers constrain nets basedupon the design rules. Gridded channel routers constrain nets to adhere to a routing grid,usually determined by the minimum size and spacing of vias (connections between wires indi�erent layers). Figure 3.2 gives an example of a routing grid. The rows of the routing



13grid are called rows or tracks as shown in Figure 3.3. The columns are shown in Figure3.4. The intersection of a row and a column yields a gridpoint. Gridded channel routingis easier than gridless channel routing due to the added constraint of the grid. Gridlesschannel routing has the advantage of being more exible and area e�cient.Wiring models di�er in the number of routing layers that can be used. Initially, channelrouters used two layers. As production technology has advanced, fabrication processes withup to �ve layers of metal have been introduced and routers using three or more layers havebeen developed.Wiring models also di�er in the directions in which wires may run and the ways in whichthey are allowed to overlap. Overlap occurs when a wire in a higher layer is immediatelyabove a wire in a lower layer. The directional exibility may be physically constrained bythe capabilities of the fabrication technology or arti�cially constrained by the layout toolsin order to reduce complexity. Two common directional models are the rectilinear andoctilinear models. The �rst allows wires to run in four directions, north, south, east, andwest, and the second allows wires to run in four additional directions, northwest, northeast,southwest, and southeast.If two or more routing layers are available, restrictions are placed on how wires in thedi�erent layers may overlap. It is useful to limit the amount of overlap in order to reducecapacitive and inductive coupling between signals in di�erent layers. The four main overlapmodels are the Manhattan, knock-knee, limited-overlap, and general-overlap models.In the Manhattan model, which is sometimes called the directional model, wire seg-ments are restricted to running either horizontally or vertically. Additionally, each layeris restricted to carrying only horizontal or vertical segments. For instance, in a two-layerManhattan model, the �rst layer might contain vertical wire segments and the secondlayer horizontal segments. Adjacent layers contain segments running in di�erent directions.In three-layer channel routing, this model is further divided into the Horizontal-Vertical-Horizontal (HVH) and Vertical-Horizontal-Vertical (VHV) models. These models simplystate which directions the wire segments run, with the middle layer containing either ver-



14tical (HVH) or horizontal (VHV) segments. Since this model forms a mesh-like structure,wires in adjacent layers only overlap where they cross.The other three models do not restrict a layer to contain only vertical or horizontalsegments. The only di�erence between the three is the amount of overlap allowed. Theknock-knee model allows wires in di�erent layers to overlap only where they cross or wherethey each have a corner. The limited-overlap model allows nets in di�erent layers to overlapfor short runs. The general-overlap model does not restrict the amount of overlap betweennets in di�erent layers.An additional wiring model that has started to gain use is the segmented channelmodel [GRKG90]. Under this model, the channel has prede�ned segments that can bejoined together, usually through programmable connections, to route signals. This modelis primarily used for Field Programmable Gate Arrays (FPGAs).3.1.3 Comparing Channel RoutersChannel routing is an NP-complete problem [LP90]. As such, no channel router cangenerate an optimal route for all problems in a practical amount of time. Some routerswill produce better routes than others when routing the same channel. There are certaincharacteristics of routes that are used to rate and compare routers. One characteristic isthe area (height) of the generated routes. For gridded routers, sizes can be compared bythe number of tracks required. For non-gridded routers the actual channel heights must becompared. Area traditionally has been the most important comparison criteria because ithas a high impact on production costs.In order to accurately judge a router's performance in terms of area, it is useful to knowhow close to optimal is its performance. In two-layer Manhattan routing there are twomeasures that provide lower bounds on the height of a channel. One reects horizontalconstraints and the other reects vertical constraints.The �rst measure, which considers horizontal constraints, is channel density. The localdensity at any point in the channel is a measure of the total height of the routing resources
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B CA

Figure 3.5: Examples of density. The density at A is 0, the density at B is 2, andthe density at C is 1.required at that point. In gridded-channel routing, local density is the number of nets thatstart at or cross a given column. Nets that only connect terminals at the top and bottom ofthe same column are not included as they require no horizontal routing resources. (Thesenets are called trivial or single-column nets.) In non-gridded channel routing, the localdensity is the sum of the heights of the nets and the sum of the required spacings betweenthe nets that start at or cross a vertical slice of the channel. The channel density is de�nedas the maximum value of all local densities within the channel.For a density example, see Figure 3.5. The local density at A is 0, the local density atB is 2, and the local density at C is 1. Note that the density at B is 2, not 3, since one ofthe three nets there is a trivial net. The channel density is therefore 2, the maximum valueof all local densities.The reason that channel density provides a lower bound is that for the point in thechannel where the local density, X, is equal to the channel density, X signals will have topass through a vertical cross-section of the channel at that point. Since those X signals



16can not overlap because of horizontal constraints between them, there is no way that thechannel could legally be routed and have a height that is less than the density at that point.Channel density reects a lower bound arising from horizontal constraints.
A Track 2

Track 3
Overlap Region

X

BFigure 3.6: Example VCVA lower bound reecting vertical constraints also exists. If nets run vertically in thesame layer there can be vertical constraint violations (VCVs). Figure 3.6 shows an exampleVCV. In this �gure, net A has been assigned to track 2 and net B has been assigned totrack 3. However, in column X net B has a connection to the top of the column and net Ahas a connection to the bottom of the column. If the nets were routed this way, they wouldbe shorted together in the region between tracks 2 and 3. As such, a vertical constraintexists between nets A and B and net B must be assigned to a track that is above the trackto which net A is assigned.As all vertical constraints must be met in order to generate a valid route, the lower boundarising from these constraints can be found by generating a vertical constraint graph (VCG).A VCG is a directed graph in which the nodes represent nets and the edges represent verticalconstraints between nets. The VCG is constructed by considering each column in which theupper and lower terminals are connected to di�erent nets. For each such column, a node iscreated (if one does not already exist) for each net and a directed edge is added from the



17node representing the net connected to the top of the column to the node representing thenet connected to the bottom of the column. Once the VCG is constructed, the number ofnodes on the longest path in the graph provides a lower bound on the number of tracks thatwill be required for gridded routers. If any cycles exist, a route cannot be generated unlessthe cycles are broken. If each edge is given a weight that reects the spacing between thecenter lines of the two nets it connects, the longest weighted path gives a lower bound onthe channel height for gridless routers. This also requires that a source and a sink node areadded to reect the required spacing between nets and the channel edges.
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Figure 3.7: Vertical constraint graph.Figure 3.7, which shows the vertical constraint graph for Figure 3.3, presents an exampleof a vertical-constraint-driven lower bound. Notice that although the channel in Figure 3.3has a channel density of two, it requires four tracks due to the channel's vertical constraints.Figure 3.3 shows that four tracks were used and Figure 3.7 shows that the vertical constraintgraph has four nodes on the longest path, A-B-C-D.Most routers are able to meet or come within a track or two of meeting these lowerbounds. In cases where routers create routes of equal height, additional characteristics ofthe routes are used for comparison purposes. Typically total net length and total numberof vias have been used. Routes that use shorter wire segments and require fewer vias are



18better as they are less prone to fabrication errors and less susceptible to parasitic resistancesand capacitances.3.2 General Purpose Channel RoutersThis section provides a sampling of two-layer Manhattan channel routers. These routersgenerate routes without directly considering the e�ects of yield, coupling, or testing, al-though they may try to minimize the number of vias and the length of wires. While therouters presented are by no means all that exist, they are representative of most channelrouting approaches.3.2.1 Left-Edge AlgorithmHashimoto and Stevens are credited with introducing channel routing in 1971 [HS71].They devised channel routing as a method for routing two-layer printed circuit boardsquickly and e�ciently. Since its introduction the terminology has changed somewhat; forinstance, what they call a channel is what we now call a track and what they call a space iswhat we now call a channel. The basic idea of connecting rows of parallel terminals remainsthe same. In order to simplify the discussion of their algorithm the terms presented earlierare used.
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10Figure 3.9: Sample net assignment.If a net is restricted to a single horizontal segment within a channel, it can be representedas an interval with left and right bounds. If the nets are represented as such, an optimalassignment of nets to tracks can be found by performing the following steps:1. Identify the leftmost-bounded, unassigned net and assign it to the current track.2. Identify the leftmost-bounded, unassigned net that doesn't overlap with any netsassigned to the current track and assign it to the current track.3. Repeat Step 2 until no more nets can be placed in the current track.4. Add a track and return to Step 1 until all nets have been assigned.Performing the above steps on the nets in Figure 3.8 would assign nets 1, 4, 6, and 9to the �rst track, assign nets 2, 5, 8, and 10 to the second track, assign net 3 to the thirdtrack, and net 7 to the last track. The resulting assignment is shown in Figure 3.9. Becausethis algorithm starts at the left and always selects the left-most net, it is often referred toas the left-edge algorithm (LEA).The advantage of this algorithm is that it assigns nets to a number of tracks that isequal to density. Unfortunately, it does not consider VCVs. Hashimoto and Stevens choseto resolve VCVs by rerouting one of the connections involved in each VCV as a separatestage. Because they were routing printed circuit boards, this was always possible. Anotherway to handle VCVs is to avoid them by not selecting a wire with unassigned ancestorsin the vertical constraint graph during net selection. Enforcing vertical constraints duringtrack assignment may generate routes that require more tracks than are necessary.



203.2.2 \Greedy" Channel RouterIn 1982 Rivest and Fiduccia described their greedy channel router [RF82]. They pre-sented a column-oriented method of routing two-layer gridded channels. Their basic ideawas to start at the left edge of the channel and completely wire each column before movingon to the next in order to avoid the creation of VCVs.Their algorithm speci�es that connections in a column should be made in the followingorder:1. Bring nets with connections to the top or the bottom of the column into the channelby assigning them to the nearest track that is either empty or already contains asegment of the same net. Surprisingly, they favor a closer empty track over a furthertrack that already contains the net. This is eventually corrected in Step 2, but is notdone immediately in order to provide as much freedom as possible for the followingsteps.2. Free as many tracks as possible by joining as many split nets, where a split net is anet assigned to multiple tracks, in the column as possible.3. Add jogs to bring split net segments closer together to improve the chance of joiningthem later.4. Add jogs to move nets closer to the channel side to which they have their nextconnection.5. Insert a track close to the center to allow any connection that couldn't be made inthe �rst step to be made.6. Extend the horizontal wires that continue to the next column and start again atStep 1.As can be seen from the above, this is a heuristic algorithm that frees up as much spaceas possible at each step while still ensuring that all necessary connections are made. Aninteresting feature of this algorithm is that it can require additional routing columns on theright to join any split nets that remain. Drawbacks of this algorithm are that it generates



21many vias because of the jogs it adds and that it generates routes that require more tracksthan later routers.3.2.3 Yoshimura and KuhIn 1982, Yoshimura and Kuh presented two channel routing algorithms [YK82]. Bothalgorithms work by using the vertical constraint graph to generate routes. The general ideais to �rst generate a VCG and then merge nodes in the graph by considering horizontalconstraints. This merging assigns nets to the same track, assuming that the nets do notoverlap. In both algorithms, nodes are merged to minimize the length of the longest path inthe VCG. The di�erence in Yoshimura and Kuh's two algorithms is that the �rst algorithmmakes merging decisions in a \local" manner. It considers only the information representedby the current VCG when selecting between possible merges. This presents a problemsince a choice may be made that prevents a better merge at a later step. Their secondalgorithm addresses this problem by postponing merges as long as possible. It does thisby constructing a bipartite graph where the nodes on the left represent nets whose rightends have been reached and the nodes on the right represent nets whose left, but not rightends, have been reached in a left to right scan of the channel. An edge exists betweena node on the left and the right if the nets represented by the nodes can coexist in thesame track. At this point, any maximum matching that obeys the VCG represents thecurrent best merging. Only when the right end of a net is reached will a node be movedfrom the right side of the graph to the left. When it moves, the node is merged with thecorresponding node on the left if it is part of the maximum matching. When nodes in thebipartite graph are merged, the corresponding nodes in the VCG are also merged. Whenboth algorithms complete, the merged VCG represents a valid route of the channel witheach node corresponding to a track.



223.2.4 Yet Another Channel Router 2Reed, Sangiovanni-Vincentelli and Santomauro presented \Yet Another Channel Router 2"(YACR2) in 1985 [RSVS85]. YACR2 uses a modi�ed LEA to place nets in tracks in sucha manner that the number of VCVs created is minimized while the area available to �xunavoidable VCVs is maximized. Once all nets have been assigned to tracks, a series ofmaze routers is used to correct any VCVs that exist.Their algorithm starts by �nding a column of maximum density and assigning all thenets in that column to tracks. Next, it assigns nets to the right of the column to tracks andthen nets to the left of the column to tracks. Even though YACR2 proceeds in a net by netrather than track-by-track manner, this algorithm is LEA-like in that it still optimally �llsthe tracks by constraining each net to a single horizontal segment and it �lls each track asfull as possible.In order to increase the likelihood of generating a route, YACR2 uses an assignmentprocedure that considers the VCG in order to determine in which track a net should beplaced. It selects the track that will leave the most exibility for later assignments, and, ifpossible, it selects a track that will not generate any VCVs.If VCV creation cannot be avoided, YACR2 tries to place the net so that the overlap, innumber of tracks, of any VCVs will be kept small. By minimizing the overlap, the abilityto �x the VCV should be increased. To further increase the likelihood of correcting VCVs,they avoid placing the net in the top or bottom track.Once all nets have been assigned to tracks, vertical wire segments are added in columnswithout VCVs and maze routing is used to make the connections in columns with VCVs.During the maze routing stage, columns containing unresolved VCVs are considered o�-limits for �xing other VCVs. The maze routing stage contains three maze routers calledmaze1, maze2, and maze3.The �rst router, maze1, tries to �x the violation without adding any additional vias.In order to do this, it must violate the single direction per layer rule and use the verticallayer to make horizontal connections. Since allowing the vertical layer to run horizontally
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Figure 3.10: Examples of maze1.can cause lines to overlap for long distances, maze1 restricts any such horizontal segmentsto span no more than two columns. Maze1 jogs either one or both of the nets only a singlecolumn in order to resolve the VCV.An example of a maze1 route is shown in Figure 3.10. In this �gure, there is a verticalconstraint between nets A and B. On the left side, the constraint has been met by joggingA to the left. On the right side, the constraint has been met by jogging both nets.
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Figure 3.11: Example of maze2.The second router, maze2, tries to resolve the remaining VCVs by adding only two vias.In order to do this, maze2 only allows one of the nets to jog, but it allows the net to jog for



24more than 1 column.An example of a maze2 route is shown in Figure 3.11. In this �gure, there is a verticalconstraint between nets A and B. Net A has been jogged left two columns so that it canthen be connected vertically to its assigned track.
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Figure 3.12: Example of maze3.The �nal router, maze3, tries to resolve the remaining VCVs by adding four vias. Thisstage allows both nets to jog for several columns. An example maze3 route is shown inFigure 3.12.If YACR2 is unable to generate a route after trying all three maze routers, it adds a trackthat may allow maze2 to �x all the remaining violations. (Adding a single track doesn'thelp maze1. Maze3 requires the addition of two tracks.) If the channel is still unroutable,YACR2 starts over with the additional track since reassigning the nets to tracks with theadditional track may generate fewer VCVs.3.2.5 GlitterChen and Kuh presented Glitter, a gridless, variable-width channel router, in 1986[CK86]. Glitter uses an elegant, yet simple, algorithm. Chen and Kuh represented vertical,horizontal, and spacing constraints with a single graph, the Weighted Constraint Graph(WCG).



25Like previous algorithms, nets are restricted to a single horizontal segment, unlessdivision is necessary to break vertical constraint cycles. The WCG is a superset of the VCG.Each node represents a horizontal segment and a directed edge between nodes representsa vertical constraint between the two nodes. However, there is also an undirected edgebetween two nodes if there is a horizontal constraint between the two nets. Each edge,directed and undirected, is given a weight representing the spacing required between thecenter lines of the two nets represented by the nodes. For instance, if net A has a width of2, net B has a width of 6, and the required spacing between the two nets is 5, the weight ofan edge between the two nodes representing A and B would have a weight of 9 since 2/2 +6/2 + 5 = 9. A source and sink node representing the channel edges are also added.Once the WCG has been constructed, Glitter generates a correct route by directing theundirected edges in the graph since this will cause all vertical and horizontal constraintsto be met. To keep the channel height low, these edges are directed in a manner thatminimizes the longest directed path through the graph. This implies that the undirectededges are directed in such a way that no cycles are created. Since guaranteeing a path ofminimum length is itself NP-Complete, Glitter uses heuristics for directing the edges.
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SFigure 3.13: Undirected edge directed from C to B.Figures 3.13 and 3.14 illustrate edge direction. In both �gures, there is a directededge (solid line) from A to B representing a vertical constraint between A and B and an
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Figure 3.14: Undirected edge directed from B to C.undirected edge (dotted line) between B and C representing a horizontal constraint betweenB and C. In Figure 3.13 the undirected edge between B and C has been directed from C toB. If each edge has a weight of 4, the longest path is of length 12, which represents eitherS-A-B-S or S-C-B-S. In Figure 3.14 the undirected edge has been directed the other way.The longest path now has length 16, from S-A-B-C-S. The case in which the edge is directedto give a shorter longest path gives better results.One feature of this algorithm is that it can handle nets of di�erent sizes since the weightsreect the spacing between center lines of the nets, not simply the spacing between the nets.Another feature is that it can handle irregular channel boundaries by setting the weight ofan edge between the source or sink and a node to represent how far away from the respectiveboundary it must be.3.3 Goal Driven Channel RoutersSince a su�cient body of research exists for the basic channel routing problem ofgenerating an area and time e�cient route, channel routing research has migrated toachieving other goals. Channel routing has been used to reduce the e�ects of capacitivecoupling, such as delay and crosstalk, to improve the yield of circuits, and to improve thetestability of circuits. The work on improving testability was presented in the previous



27chapter. One point of interest is that while the motivation and approach may di�er, muchof the goal-oriented work has been accomplished by increasing the spacing between adjacentwires.3.3.1 Channel Routing With Analog ConsiderationsThe motivation for considering analog e�ects is to ensure that circuits function correctlyand quickly. If the capacitive coupling between lines in a circuit is too large, the circuitmay fail to function because of delay or crosstalk. This concern applies equally to analogcircuits and high performance digital circuits.Coupling problems are becoming worse as increases in fabrication technology lead tosmaller feature sizes and faster operating speeds. Smaller feature sizes cause the line-line capacitance to dominate the line-substrate capacitance as wires come closer together[Bak90]. Additionally, as circuits begin to switch faster, the cross-talk e�ects rise. As aresult, researchers are developing channel routing algorithms to reduce the e�ects of thesebehaviors.In 1985 Kimble et al. [KDG+85] proposed a method for reducing coupling by placingstandard-cells such that nets sensitive to capacitive coupling, such as analog signals, arerouted in di�erent channels than non-sensitive nets, such as digital signals. This easesthe routing problem without requiring any changes in routing algorithms. This methodunfortunately su�ers from two drawbacks. It has a large area penalty and it does notaddress the problem of interaction between nets to a granularity of more than two groups.In particular, sensitive nets may still have an undesirable coupling a�ect upon each other.In 1989, Gyurcsik and Jeen [Gn89] devised a method of reducing horizontal and cross-over coupling capacitances. They explained how a WCG based channel router can bemodi�ed to eliminate such problems. Their method for reducing coupling capacitancesbetween adjacent horizontal nets is to change the weight on an edge between two nodesto reect the minimum required spacing between the nets in order to meet the capacitivecoupling constraints.



28They show how the WCG can be modi�ed to eliminate cross-over between two nets byforcing a vertical ordering on the edges through direction of undirected edges. To understandthis, consider Figure 3.13. In this �gure, B and C cross over each other once, which createstwo cross-overs. The reason for this is that B and C have a common horizontal span inwhich B has a connection to the top of the channel, C has a connection to the bottom of thechannel, and B has been assigned to a lower track than C. This means that in the WCG,the edge between B and C was directed from C to B. However, if the edge were directed theother way, the two cross-overs could be eliminated, as in Figure 3.14. Gyurcsik and Jeennoticed this and presented methods for determining when an edge could be so directed toavoid cross-overs. These methods are excellent for meeting hard-constraints, but they havea large area penalty.In 1990, Harada, Kitazawa, and Kaneko [HKtK90] described their global and detailrouting methods for reducing crosstalk by reducing the number of cross-overs that occur.Their channel router uses Gyurcsik and Jeen's method to eliminate cross-over during chan-nel routing. As a post-processing step, it shields unavoidable crossovers by temporarilydropping the line in the lower metal layer to the poly-Si layer where it crosses under theother line. It then places a metal shielding line between them where the cross-over occurs.The weaknesses of this method are that it adds more vias, temporarily runs a line in poly,and requires that a shield line be present.In 1990 Choudhury and Sangiovanni-Vincentelli [CSV90] eased the analog routing prob-lem by presenting a thorough method for constraint generation. Previous work used con-straints during channel routing, but did not address the constraint generation issue. Intheir work they show how to generate bounding and matching constraints that, given a setof performance functions and a set of parasitics, maximize the routing exibility while stillmeeting performance constraints. They rate the importance of each parasitic in respect toeach performance function and call these ratings sensitivities. They then use the sensitivityinformation to generate bounding constraints that meet the performance constraints whilekeeping the overall constraint cost low in order to maximize routing exibility. If the con-



29straint on a highly sensitive parasitic is increased by a small amount, the constraint on ahighly insensitive parasitic can be decreased by a large amount. By keeping the overall costof the constraint set small, any router using the constraint set should require less area togenerate a route than if it were given a constraint set of higher cost. While this methodprovides an excellent means of weighting constraints against each other, it generates hardconstraints that then must be met by the router.In 1993 Choudhury and Sangiovanni-Vincentelli [CSV93] furthered their work by com-bining their techniques with both the work of Gyurcsik and Jeen and the work of Harada,Kitazawa, and Kaneko. Their work was unique in that they used shield nets to shield adja-cent lines on the same layer and showed how the weighted constraint graph can be modi�edto do so. In addition, they also described how to modify the weighted constraint graph tokeep vertical net segments that begin on opposite sides of the channel from being adjacentby adding a directed edge from the net whose vertical segment begins at the top to the netwhose vertical segment begins at the bottom. Looking back at Figures 3.13 and 3.14, it canbe seen that directing the undirected edge from B to C also causes the rightmost verticalsegments of B and C to no longer be adjacent in addition to removing cross-overs. In 1994Kirkpatrick and Sangiovanni-Vincentelli [KSV94] further re�ned this work by extendingtheir analog sensitivity concept to include digital sensitivity.In 1992, Mitra, Nag, Rutenbar, and Carley [MNRC92] described their global and detailmixed-signal routing system. Their system helps analog nets meet user de�ned Signal-to-Noise Ratios (SNRs). The channel routing part uses linear programming to budget theparasitics and then uses simulated annealing to generate a route. Simulated annealing isused to select di�erent paths in the weighted constraint graph. The annealing cost functionincludes meeting of parasitic constraints as a primary objective. This method comes close toperforming as a variable strength objective but closer inspection proves it to be constraintdriven with an objective function for choosing between di�erent constrained solutions.In 1993 Chaudhary, Onozawa, and Kuh [COK93] took a di�erent approach by �xingproblems in the channel as a post-processing step. They showed how to reduce capac-



30itive coupling by adapting compaction techniques to separate wires by adding repulsionconstraints. The repulsion constraints reduce capacitive coupling between target wires bypushing them apart.In the same year, Gao and Liu [GL93] presented a post-processing method for minimizingcoupling in gridded routing solutions by reordering the routing tracks. They generated amixed integer linear programming formulation of the track-permutation problem. Theyconsidered both vertical and horizontal adjacency in their equations and simpli�ed thecoupling problem to consider lines as coupled only if they are in immediately adjacentrouting tracks. The following year they extended the work to switch-box routing [GL94].This algorithm never causes an increase in area, but it does not allow tradeo�s to be madein area or time and it has a large time penalty.3.3.2 Channel Routing for the Improvement of YieldThe motivation for considering yield during channel routing is simple. Chip manufac-turers want to increase the percentage of good die on each wafer they produce. The waychannel routing has been used to improve yield is to make circuits more resistant to shortsin the routing layers and resistant to opens in the vias. These problems are most oftensolved by increasing the spacing between wires or by reducing the number of vias.Removing vias to improve manufacturability has been a topic since the introductionof channel routing when Hashimoto and Stevens presented an algorithm to minimize thenumber of vias. Since then, much work has been done. One such example is the researchperformed by The, Wong, and Cong [TWC89]. Their algorithm works as a post-processingstep and eliminates vias by violating the directional model once a route has been generated.They try to remove vias by shifting vias and re-routing connections. Shifting a via canbe thought of as sliding it in one direction and replacing the span over which it slid withthe layer it drags behind it. Simple via shifting can eliminate vias if two vias bump intoeach other during shifting. This method can increase wire lengths, which in turn can causeadditional adjacencies and increase the chance of shorts and therefore fail to meet its goal



31of improving yield.In 1989, Pitaksanonkul, Thanawastien, Lursinsap, and Gandhi presented \DTR: ADefect-Tolerant Routing Algorithm" [PTLG89]. DTR reduces the probability of shortsoccuring between horizontal wires by separating them through the imposition of an orderingon the tracks. This work is similar to the analog work of Gao and Liu except that it performsthe separation during routing itself. DTR uses a modi�ed version of Yoshimura and Kuh'salgorithm to assign nets to tracks. It modi�es the merging part to consider not only pathlength in the VCG, but horizontal adjacency. When two candidate merges are equal in termsof path length in the VCG, they select the one that minimizes adjacencies between tracks.They do this by making some tracks as full as possible and others as empty as possible.This way a full track and an empty track can hopefully be placed adjacent to each otherlater, thereby minimizing the adjacencies between the two tracks. Once all possible mergeshave been made, the algorithm then orders the tracks within the channel. It does this byadding undirected edges to the graph so that all node-pairs have an edge between them (theVCG is made complete). Each edge is given a weight that reects the amount of horizontaladjacency between the wires in the two nodes it connects. At this point, a Hamiltonianpath that obeys the relationships of the directed edges gives a solution that best optimizesyield by minimizing the total amount of horizontal adjacency. They use heuristics to �nd aminimal, or near minimal, path. Finding a path determines an ordering of tracks within thechannel. Balachandran, Bhaskaran, Ganesan, and Lursinsap furthered this work in 1992with a post-processing method for separating both horizontal and vertical wires in availablespace with doglegs [BBGL92], and in 1994 Tyagi, Bayoumi, and Manthravadi improved onthe underlying algorithm itself [TBM94].In 1993, Kuo introduced \YOR: A Yield-Optimizing Routing Algorithm" that reducescritical areas and vias [Kuo93]. Kuo's work is similar to the work of The, Wong, and Congexcept that it focuses on reducing critical area rather than minimizing vias. YOR worksas a post-processing step by performing net oating, net burying, net bumping, and viashifting. Net oating and net burying involve moving a net to another layer, a higher layer



32for oating and a lower layer for burying, in order to make adjacent wires run in di�erentlayers. Net bumping involves jogging a net in available space to move it further away fromadjacent nets in the same layer. Via shifting is the process of partially changing the layerof a net segment by shifting the via along the segment. Since these techniques work asa post-processing step, they can be used with other algorithms. The techniques jointlyconsider via removal and adjacency reduction, so they don not improve one at the expenseof the other.Xue, Huijbregts, and Jess developed yield-based cost functions for a sea-of-gates router[XHJ94]. They consider extra and missing material for both single-layer and inter-layerdefects and calculate an overall cost for each net segment based on its susceptibility to theabove defects. They then use a Steiner tree based router to minimize the overall cost ofeach net based on the costs of its segments.



334. A Testability Enhancing RouterThis chapter describes my channel router, which I will refer to as MCR, that generatesmore testable circuits. The underlying channel routing algorithm is an improved version[McG92] of Uzi Yoeli's robust channel routing algorithm [Yoe91], which is in turn basedon YACR2[RSVS85]. MCR's basic strategy is to �rst place nets in tracks using a modi�edLeft-Edge Algorithm (LEA) and then resolve VCVs with a maze router.4.1 MCR
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Figure 4.1: Nets are placed in tracks, alternating between the top-most andbottom-most free track. For example, �rst A would be �lled, then B, then C,and, �nally D.In order to describe how MCR was modi�ed to generate more testable routes, theunderlying algorithm will �rst be described. MCR's algorithm can be assumed to beequivalent to Yoeli's algorithm except where otherwise stated.MCR begins by �lling tracks with a maximal set of non-overlapping nets. It alternatesbetween �lling the top-most and bottom-most free track. This process is illustrated inFigure 4.1. MCR starts with an initial number of tracks that is equal to the channel
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Net B
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Figure 4.2: Illustration of net weights when placing nets in the topmost track.Step 1 would set the weight of A to 0 and B to 0. Step 2 would add 2 to theweight of A for the column in which A has a connection to the top and B has aconnection to the bottom. Step 3 would subtract 64 (2 � 32) from the weight of Bfor the same column since placing B above A would create a VCV. Step 4 wouldadd 120,000 (30; 000 � 4) to both A and B for the four column span where theycoexist. The �nal weight of A would therefore be 120,002 and the �nal weight ofB would be 119,936.density. When selecting nets for a given track, the desirability, which reects the creationand resolution of VCVs, of placing each unassigned net into the given track is taken intoconsideration. To quantify desirability, a weighting scheme is used. Each time a net is beingconsidered for assignment to a track, it is given a weight as follows:1. Set the weight of the net equal to zero.2. For each column in which the net has a connection to the channel edge that is closerand another net has a connection to the opposite edge, add the density of the columnto the weight of the net.Consider Figure 4.2, assuming that nets are being assigned to the topmost track andthat the topmost track is the �rst track to which nets are assigned. Net A has two



35connections to the closest (upper) side. Since the left-most connection is in a columnwhere A is the only net with a connection, this connection will not contribute to A'sweight. The second connection to the upper edge is in a column where Net B has aconnection to the lower edge. Because another net, B, has a connection to the oppositeside of the channel, Net A will have the density of the column, 2, added to its weight.Since Net B only has one connection to the upper side, and that connection is in acolumn where no other nets have connections, its weight will not change.3. For each column in which assigning the net to the current track will create a VCV,subtract the quantity column density � vcvweight from its weight. The subtrac-tion is performed only if placing the net in the track under consideration will cause aVCV. If a VCV already exists in the column, the net is not penalized. vcvweightis equal to 32 by default.Once again consider Figure 4.2, again assuming that nets are being assigned to thetopmost track and that the topmost track is the �rst track to which nets are assigned.This step will penalize Net B's weight by 64 (2 � 32) since placing Net B in the topmosttrack would create a VCV between it and Net A. Net A will not be penalized sinceplacing it in the top track will not cause any VCVs.4. For each column that the net crosses in which the number of unassigned nets orig-inating at or crossing the column is equal to the number of remaining tracks, adddensecol, to the weight of the net. densecol is equal to 30,000 by default.Once again consider Figure 4.2. The weights of Net A and Net B will both be increasedby 120,000 (30,000 � 4) for the four columns in which they coexist since the number ofremaining tracks is two (including the topmost track) and the number of unassignednets for those four columns is 2. The initial number of available tracks is set to thechannel density.Before continuing, let me �rst discuss the purpose of the above steps. Step 1 is obviouslyan initialization step. The purpose of Step 2 is to encourage the early placement of a netif it can potentially create a VCV. By adding the density of the column to encourage the



36early placement, the congestion of the area in which the VCV would be created is taken intoaccount. Yoeli always added to the weight of a net, regardless of whether or not anothernet had a connection to the opposite side. I found that by only adding to a net's weightif another net has a connection in the same column that fewer VCVs would be created tobegin with and therefore fewer VCVs would need to be resolved. As a result, smaller routescan be generated [McG92].The purpose of Step 3 is to discourage the placement of a net in a track if doing sowill create a VCV. By multiplying the density of the column by vcvweight, disallowingthe actual creation of a VCV, particularly one in a congested area, is given preference overthe possible avoidance of a VCV, the weight added in Step 1. Where MCR's vcvweightdefault is 32, Yoeli set it to 8. This discrepancy arises since the designs MCR routes arelarger than Yoeli's test designs. As a result, Step 2 could give a net a large enough weightthat Step 3 would not have a great enough e�ect if vcvweight were only 8.The purpose of Step 4 is to always ensure an assignment of nets to tracks. By addinga large enough number, at least one net in each dense column will be assigned to a trackat each iteration. A dense column is a column in which the number of unassigned netsthat cross or originate at the column is equal to the number of tracks that have not beenassigned nets. By always assigning at least one of the nets in each dense column to atrack, an assignment of nets to tracks can always be found, Yoeli proved this. The caveathere is that densecol needs to be large enough to always outweigh the added bonuses orsubtracted penalties of Steps 2 and 3. Since MCR is tuned for larger designs, the defaultvalue of densecol was increased from 10,000 to 30,000. The value of densecol needs toreect the expected number of connections per net and the expected channel densities.Once all nets have been given assigned weights, a optimal non-overlapping set of greatestweight is selected with a dynamic programming algorithm. The pseudocode that Yoeli gaveis: for (col = 1; col � channel length; col = col + 1) ffor each net that ends at column col f



37compute weightnet + totalleftcolnet�1totalcol = max(totalcol�1, totalcol, weightnet + totalleftcolnet�1)ggIn the pseudocode, the quantity weightnet is the weight of a net. The quantity totalcol isthe sum of the weightnets of the optimal set of nets that end on or before the column. Thequantity totalleftcolnet�1 is the totalcol for the column that immediately precedes the leftmostcolumn of net. The above code steps through the columns in the channel from left to right.For each column, it calculates the maximum total weight for any group of non-overlappingnets ending on or before the column. This quantity is termed the Maximum AccumulatedWeight (MAW). When the MAW has been computed for the rightmost column, we knowthe maximum total weight for the set of nets that can �t in the track. The MAW is storedfor each column as it is computed, so that the optimal set of nets can be retrieved at theend of the algorithm.Before showing how to retrieve the set of nets, it is worthwhile to briey discuss whythe algorithm works. Consider what it means for the MAW to be greater at column n thanit was at the previous column, n � 1. If the MAW is greater at n, there must be a netcontributing to the MAW at n that does not contribute to the MAW at n � 1. Since theMAW at a column represents the maximum sum of weights of any set of nets ending on orbefore a column, the net contributing to the MAW at n that does not contribute to the sumat n � 1 must end at column n. Therefore to calculate the MAW at each column we needonly consider the e�ect of nets that end at that column. If no net ends at the column, theMAW at the column is the same as that of the previous column. If a net ends at the currentcolumn, a check needs to be made to see if the weight of the net is larger the the sum ofthe weights of the nets that it would displace. This check can be made by calculating thee�ect of including the net. Since including the net will displace any nets that overlap withit, the MAW achievable by including the net must simply be the weight of the net plus theMAW of the column immediately before the leftmost end of the net. If including the net



38increases the MAW, the new MAW and the net that contributes to it are stored.Once the MAW has been calculated for each column, the set of nets responsible for the�nal MAW can be retrieved by scanning through the columns from right to left. If at somepoint the MAW at column n is greater than the MAW at column n � 1, this means thata net that is part of the optimal set ends at column n. Remember, the MAW at a columncan only be greater than the MAW of the previous column if a net that contributes tothe higher MAW ends at the column. Since the net contributing to the increase in MAWwas stored, that net can be assigned to the current track. The algorithm then skips to thecolumn immediately preceding the left end of the net it just found and continues scanningleft until the �rst column is reached.This process of selecting a track, calculating the weights of all unrouted nets, and thenselecting the set of nets with the greatest total MAW continues until all nets are assignedtracks. Once all the tracks have been �lled, a maze router, maze2 from YACR2, is usedto resolve any VCVs. If the maze router is unable to resolve any VCVs, a track is addedand the nets are reassigned to tracks. This process continues until a successful route isgenerated.4.1.1 E�ciency of Track AssignmentSince track assignment is at the heart of the routing algorithm, an estimation of itse�ciency is useful. Let N specify the number of nets in a channel, C specify the numberof columns in the channel, and D the channel density.For each track, all unassigned nets have to be assigned weights. For each net, eachcolumn it crosses must be considered to determine if the total number of unassigned netscrossing the column is equal to the remaining density of the column. Since the number ofunassigned nets is bounded by N and the span of a net is bounded by C, weight assignmentis O(CN). Since most nets span only a few columns and the number of unassigned netsdrops for each track, in practice the algorithm performs much better.



39Once all nets have been assigned weights, a non-overlapping set of unassigned nets mustbe selected for the track. This requires that each column be considered at most twice,once for calculating the MAW and once for selecting the set of nets, so this step is O(C).Therefore, each track requires an amount of computation no greater than O(CN + C), orO(CN).This must be done for each track and the number of tracks varies depending on thenumber of times an extra track must be added because of unresolvable VCVs. Usually, fewadditional tracks are added and the number of tracks required is very close to density. Thismeans that in practice, it performs close to O(CND). The true upper bound is O(CND2)since a hard limit of 5D has been programmed into the router.4.2 Wire Separation
Horizontal Wire

Vertical Wire

Fixed

FlexibleFigure 4.3: Illustrations of horizontal/vertical segments and their exibility inbeing moved.Testability can be improved by decreasing the likelihood of occurrence of hard-to-detectand undetectable shorts in the routing channels. This can be accomplished by not placingnets adjacent to each other if a short between them will be di�cult or impossible to detect.However, testability is not the only goal that a testability improving router should consider.Care must be taken to keep area and time penalties within an acceptable range whilemaximizing the testability improvements. Additionally, since the allowable size of time andarea penalties may vary, the strength with which improved testability is approached should



40be exible. Finally, in order to avoid wasted e�ort, maximize the ability of the routerto reduce the probability of occurrence of hard-to-test shorts, and reduce area penalties,only speci�c wire-pairs, rather than all wire-pairs, should be targeted. The remainder ofthis chapter describes the modi�cations that were made to MCR to allow it to e�cientlyseparate wires and the resulting performance in terms of time, area, and separation of wiresthat arose from the modi�cations.4.2.1 Horizontal WiresMost routers restrict wires in routing channels to have segments that run either hori-zontally or vertically. For simplicity, the term horizontal wire will be used to refer to anysegment of a net that runs in a track and the term vertical wire will refer to any segmentof a net that runs in a column as shown in Figure 4.3. Horizontal and vertical wires havedi�erent characteristics that a�ect how MCR separates them.One such characteristic is that one of the endpoints of a vertical wire is �xed, whereasa horizontal wire can be placed in almost any track in the channel. (See Figure 4.3.)Additionally, vertical wires tend to run for much shorter distances than do horizontalsegments. This combination of �xed positions and short wire lengths means that verticalwires do not o�er as much opportunity for separation as do horizontal wires.The fact that horizontal wires run adjacent to each other for long distances is a mixedblessing. On one hand, it means that large improvements can be made by separating them.On the other hand, it means that separating them can have a large impact on circuit areaif not handled properly. In order to control the increase in time and area when generatingmore testable results, MCR was carefully modi�ed with these goals in mind.Two features of MCR lend themselves to e�cient separation of horizontal wires. The �rstis that nets are placed on a track-by-track basis. Because of this, when MCR is consideringplacing nets into a given track, it can determine which nets were placed in the precedingtrack. Since this information is available, an e�cient check can be made to see if placinga net in the current track should be disallowed to avoid a potentially hard-to-detect short.



41If this is the case, the placement of the net can be deferred. This helps keep the routerrun-times small because it must only consider a small subset of all previously placed netswhen considering the desirability of assigning a net to a track.The other feature of the algorithm that lends itself well to e�ciently separating netsis the weighting scheme. Because the assignment of nets to tracks is based on weights,assigning a net to an undesirable track can be discouraged by penalizing its weight. Bymaking this penalty small, separation can be treated as an weak objective, thus minimizingthe area penalty at the expense of separation. By making the penalty large, separation canbe made a strong objective, thus maximizing the separation at the expense of area. Sincethe size of the penalty can vary, the relative importance of area e�ciency and improvedtestability can be adjusted.4.2.2 Vertical Wires
1 2

A

C

43 65

Figure 4.4: Example of three types of potentially undetectable shorts betweenvertical wires.Vertical wires also provide a mixed blessing. On one hand, it is harder to separatevertical wire pairs because the column in which a wire enters the channel is dictated by thelocation of the pin to which it is connected. On the other hand, it is less important thatvertical wires be separated since they tend to be adjacent for much shorter distances thanhorizontal wires.Vertical wire pairs can be partially separated after entering the channel and before theshorter of the two nets reaches its target track. Consider the two wires originating at Pins 1



42and 2 in Figure 4.4. The only space available for separating these nets is the area betweenTracks A and C. Since the design rules do not allow horizontal wires closer to the cells thanthe highest track, the vertical wires of Nets 3 and 4 cannot be separated since Net 3 extendsno further than Track A. Nets 5 and 6 are single-column nets and can be separated in thearea between the top and bottom tracks.
1 2

A

C

43 65

Figure 4.5: Example of how to separate Nets 1 and 2.Consider Figure 4.4 and assume that this �gure represents a route that has beencompleted but has not yet had any attempts made to separate vertical wires. Notice thatthere is some free space to the right of Net 2 in which the net-pair 1-2 can be separated. IfNet 2 is jogged, the spacing between Nets 1 and 2 can be increased. Figure 4.5 shows howthe resulting wiring might look.
1 2
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C

43 65

Figure 4.6: Example of how to increase spacing between Nets 5 and 6.If a double jog is added to one of the nets in a single-column net-pair 5-6, the spacingbetween the two nets can be increased. The resultant wiring might look something like



43Figure 4.6.Adding these jogs during the routing process itself will greatly increase the di�culty ofgenerating a successful route and therefore have a negative impact on time and perhapsarea. Therefore, they should be added as a post-processing step. (These techniques aresimilar to those of Balachandran, et al. [BBGL92] and Gao and Liu [GL93, GL94].)If the jogs are added as a post-processing step, there will not be an area penalty.However, there may be other disadvantages. Adding the jogs can add vias, increasewire lengths, and possibly increase undesirable adjacency if jogging the wire creates newundesirable adjacencies, either horizontal or vertical.
1 2
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C

43 65

Figure 4.7: What channel looks like after removing unnecessary vias.Fortunately, many of the added vias can be removed using a simple technique that Yoelimentioned of moving all horizontal segments that aren't crossed by vertical segments to thevertical layer [Yoe91]. For the example in Figure 4.6, this would remove all the added vias,plus a few others, giving the channel shown in Figure 4.7. If a wire is only allowed to jogone column, any added vias are guaranteed to be removed. (It would not be able to jogif there were a vertical wire in the adjacent column.) Since tradeo�s between number ofvias, wire lengths and vertical separation may be necessary, the number of columns a netis allowed to jog should be made a controllable parameter. If increases in routing time arenot a consideration, explicit checks can be made to see if any added vias could be removedbefore a jog is introduced. The issue of increasing the length of adjacencies can be addressedby performing explicit checks to determine if jogging the wire should be allowed.



444.3 Experimental ProcedureTo determine the e�ectiveness of modifying MCR to separate selective wire pairs, tendi�erent placements of each of the 5 largest ISCAS combinational test circuits [BF85] wererouted with and without the testability modi�cations. The placements were generated byTimberWolf [SSV85] using MCNC's Oasis cell library. In order to make the placementsdi�er as much as possible, each circuit input and circuit output was randomly assigned toone of the four sides of the chip for each di�erent placement. In addition, TimberWolf wasstarted with a di�erent seed for each placement.For each placement, the modi�ed router targeted di�ering percentages of randomlychosen net pairs. In order to avoid enumerating all n2 combinations of adjacencies and thenchoosing X% of those, for each placement the nets were randomly ordered and assignednumbers. Then during routing, MCR tried to separate wire pairs whose associated numbersfell into the same bin (using the modulo operation). Experiments were run with the numberof bins set to 100, 20, 10, 7, 5, 4, 3, 2, and 1. In the results that are presented later, theseare converted to percentages for easier comprehension. A bin size of 100 corresponds to 1%,20 to 5%, and so on.To determine adjacencies after routing, Carafe [JF93], an inductive fault analysis tool,was used to extract the set of likely shorts from the cell interconnect. Carafe reads adescription of a physical layout and determines which wires could be shorted together if aspot defect were to fall on the chip. For my experiments, the defect size is limited to beingalmost large enough to short three minimally spaced wires. Carafe reports the potentialshorts and their critical area totals for this limit. Once again, critical area totals are useful asthey not only reect which shorts can occur but also their relative likelihood of occurrence.A short with twice the critical area of another short is twice as likely to occur. This allowsthe presentation of results as reductions in the probability of an undesirable short occurring.



454.4 Experiments and ResultsThis section discusses the modi�cations that were made to the weighting scheme andpresents results on how successfully the di�erent modi�cations performed. It gives emphasisto the trade-o�s in adjacency reduction, routing area, and routing time.4.4.1 Penalizing Nets 500 Weighting Units
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Figure 4.8: Reduction in undesirable horizontal adjacencies for a weight penaltyof 500. Example: targeting 50% of adjacencies yielded a 40% reduction.The �rst modi�cation to MCR for separating horizontal wires was to penalize a net 500weighting units for each undesirable net to which it would be placed adjacent. Figure 4.8shows the percent reduction in undesirable horizontal adjacencies when di�ering percentagesof potential adjacencies are targeted. From this �gure it can be seen that a substantialreduction in horizontal adjacency can be achieved. The reduction shown is the averageoverall reduction in undesirable horizontal critical area totals. This means that when 1%



46of the possible adjacencies were targeted as undesirable that there was an average decreasein critical area total of 88.3% for those 1% of adjacencies across all 50 layouts.
A

B

D

C

Figure 4.9: Since nets are placed in tracks, alternating between the top-most andbottom-most free track, when track D is being �lled, the track assignment of a netcan no longer be deferred to a later track, even if a short between the net and anet in track B or track C would be undesirable.While the improvements are signi�cant, they never reach a 100% reduction and theydecrease as larger percentages of possible adjacencies are targeted. There are two reasonsfor this. The �rst is that nets are penalized only 500 weighting units, so separation is onlyencouraged, not enforced. This means that some nets may have a large enough weight thatthe penalty does not postpone their placement. It also means that when a large percentageof adjacencies are targeted that their weights do not move as much with respect to oneanother since nearly all of them will be penalized. The second reason is an artifact ofthe track assignment procedure. Since the track assignment procedure alternates betweenplacing nets in upper and lower tracks and converges upon the �nal track, once the �naltrack is reached, the placement of a net can no longer be delayed. As an example, considerFigure 4.9, when nets are being assigned to track D, their placement can no longer bedeferred.



474.4.2 Improvement By Looking Ahead
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Figure 4.10: Reduction in undesirable horizontal adjacencies when look-aheadencouragement is used.In order to address the �nal track issue, the early assignment of a net can be encouragedwhen there is at least one unassigned net with which it could create an undesirable adjacency.However, its early assignment should only be encouraged if doing so won't create anundesirable adjacency with a previously placed net. Because early assignment requiresthat adjacency checks be made against all unassigned nets, instead of just the nets assignedto the previous track, it incurs a larger time penalty. Figure 4.10 shows the improvementsthat can be gained by looking ahead 0, 3, and all tracks. In each case 50 weighting unitsare added to the weight of a net to encourage its early assignment if there are greater than3 tracks remaining, at least 1 unassigned net to which it should not be placed adjacent, andno previously assigned nets to which it should not be placed adjacent.Once 3 or fewer tracks remain, early assignment becomes more important. Looking atFigure 4.9 again, if Tracks B, C, and D have not been assigned nets, the only way to separate



48an unassigned net pair is to place one in Track B and the other in Track C. If either of themis placed in Track D, they will still be adjacent since Track D is adjacent to both B andC. Therefore, if exactly three tracks remain, 500 weighting units are added to encourageearly assignment if the net should not be placed adjacent to any unassigned nets. If only 2tracks remain, nets can no longer be separated since the nets will be adjacent regardless ofordering (C and D are always adjacent). When only 2 tracks remain, 500 units are added toa net's weight for each undesirable net it will be placed adjacent to in the third to the last�lled track if it is placed in the last track. In Figure 4.9, when track C is being �lled, a netwill receive 500 weighting units for each undesirable adjacency that would occur between itand a net in track B if it were placed in track D.As can be seen from Figure 4.10, di�ering amounts of look-ahead provide di�eringamounts of improvement. As would be expected, looking ahead more tracks produces betterresults. It is interesting to note that when large percentages of all adjacencies are targetedthat encouraging early placement has a smaller a�ect than when small percentages of alladjacencies are targeted. This is not surprising. Since a larger percentage of adjacencieswill be undesirable when a larger percentage of all adjacencies is targeted, early placementin not as likely to be encouraged since the encouragement factor is only added if assigningthe net to a given track will not create an undesirable adjacency. Even when it is met, it isless likely to help since more undesirable adjacencies exist.Because it adversely a�ects both time and area, the number of tracks of look-aheadshould be a user controllable variable . Figure 4.11 shows the time penalty. From Figure 4.11it can be seen that a look-ahead of 3 tracks has only a slightly larger time penalty than nolook-ahead. The reason the time penalty for looking ahead for all tracks decreases is due toearly assignment being encouraged as soon as at least one unassigned target net is found,at which point the process of checking for more undesirable adjacencies for the target netis halted. When only 1% of possible adjacencies are targeted, all or most of the unassignednets may have to be scanned before an undesirable net is found, if one is found at all. When100% of possible adjacencies are targeted, the �rst unassigned net checked will be found to
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Figure 4.11: Increase in routing time when look-ahead encouragement is used.be undesirable. As a result, fewer checks have to be performed when more adjacencies aretargeted.Figure 4.12 shows the area penalty for looking ahead. The area penalty doesn't vary asmuch as the time penalty. In general the area penalty is fairly low. The changes in areaaren't as smooth as the changes in time for two reasons. First, changes in net assignmentcan cause perturbations in the number of tracks required to route a circuit. Di�erentassignments can change the number of VCVs created and the router's ability to resolvethem. Secondly, the changes in percentages are very small. The di�erence between the \0tracks" and \3 tracks" points when targeting 33% of all possible shorts is .12% (.0012),which is a di�erence of 14 tracks out of roughly 12850.The conclusion to draw from Figure 4.11 and Figure 4.12 is that look-ahead causes timeand area penalties. When time e�ciency is important, the amount of look-ahead should bekept low, perhaps to only a few tracks. When area e�ciency is important, a slightly higheramount of look-ahead can be used. When separation is important, full look-ahead should
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Figure 4.12: Increase in routing tracks when look-ahead encouragement is used.be used. In all cases, the number of tracks of look-ahead should be con�gurable.E�ciency of Looking AheadWhen look-ahead is being performed for a given track, for each unassigned net, a checkis made against all other unassigned nets to see if their horizontal spans overlap. Overlapmeans that a column exists in which both nets have horizontal segments. If the nets overlap,a check is made to see if they should be allowed to be adjacent. If they should not beallowed to be adjacent, an encouragement weight is added and the algorithm short-circuitsand moves on to the next unassigned net.Let N be the number of nets, NU be the number of unassigned nets, T be the numberof tracks of look ahead, D the channel density, and CA be the average number of columns anet spans. In the worst case O(N2U) overlap checks are made. T is limited to 5D, the tracklimit encoded into the router. The maximum number of tracks of look-ahead is thereforeO(T 2). In practice, the number of required tracks is closer to O(T ) unless large penalty



51weights force the addition of a large number of tracks. Since overlap checks are made foreach track, the upper bound on the e�ciency of looking ahead is O(N2T 2). Checking foroverlap among unassigned net pairs can be made more e�cient if NU is greater than C.Instead of checking each unassigned net pair for overlap, each of the columns an unassignednet crosses can be checked to see if another unassigned net crosses it.4.4.3 Variations in Penalty WeightThe next experiment measures the router's performance when the strength of the testa-bility objective is varied. To accomplish this, the penalty weight was set to several di�erentvalues. To avoid variations in improvement due to the �nal track problem, for these ex-periments the look-ahead factor was set to all tracks. Five di�erent experiments were runwith the penalty weight set to 50, 500, 5,000, 50,000, and 500,000,000. The way in whichthe penalty is handled is di�erent for the 500,000,000 case, which will be referred to as theforced case. The weight is simply set to -500,000,000 if there is an undesirable adjacency.This is done in order to avoid integer overow and is acceptable since the number is largeenough (in magnitude) to always force separation. To put these numbers in perspective, letus consider the case where a net has four connections to the top side of a channel in columnswhere the density is 15. If MCR is assigning nets to the top track in the channel, there areno dense columns, and no VCVs will be created, the net would have a weight of 60 (4 � 15).If the net only had 2 connections, the weight would be 30. This means that a penalty of 50is comparable to the size of net weights for small nets and may or may not force the weightof a net to go negative. To force the weight of a net to go negative (assuming densecolhas not been added to the weight), for all but the largest nets, a penalty of 500 shouldbe su�cient. To override densecol, at least 30,000 has to be subtracted for each densecolumn of a net.When the experiments were �rst run for the forced case, the router failed. It was unableto successfully generate routes. This led to the discovery of an important aspect of theweighting system. If there is a cycle in the VCG of length C, the nets in that cycle may



52not be assigned to tracks until the last C tracks are reached. The reason for this is thatthe cycle can cause all the nets that are part of the cycle to have a negative weight untilthe last C tracks are reached and the e�ects of densecol take over. If adjacency is notallowed, C nets will require at least 2C - 1 tracks. Since the �rst of the C nets may not beassigned to a track until C tracks remain, a successful assignment may never be found.In order to force separation, a way of separating the nets without violating the integrityof the router had to be found. This meant that the vertical constraint cycles needed to bebroken. To break the cycles, another stage was added to the weighting scheme. After theassignment of net weights, but before the penalty/encouragement stage, MCR scans all theunassigned nets to see if the largest weight is negative. If so, MCR sets the largest weightto 1 and adjusts all the other weights accordingly so that their previous relation to eachother is maintained. This process ensures that at least one net in a cycle has a positiveweight and can therefore be assigned to a track. The drawback of this method is that it canincrease the number of tracks required by a large amount since it essentially doesn't breaka cycle until all nets that are not part of the cycle have been assigned to tracks.One �nal problem with the forced case occurred. Since nets are placed in an alternatingmanner, when the last track is reached, adjacency checks must be made against two tracksrather than just one. Looking at Figure 4.9 again, when assigning nets to Track C, onlyTrack A needs to be examined to see if previously assigned nets could create an undesirableadjacency. However, when assigning nets to Track D, the nets already assigned to Tracks Band C need to be considered. Normally, when separation is only a weak objective, doubleadjacency checks don't need to be made; when separation is forced, they must be made.Figure 4.13 shows what happens when the weight penalty is varied. Note that thedi�erence between a penalty of 50 and 500 is much larger than the di�erence between apenalty of 500 and 5,000. The average weight of a net is responsible for this. A weight of 50is not quite big enough to always have a large inuence on the weight of a net whereas 500and 5000 are. The amount of improvement diverges again at 50,000 because the penaltyweight begins to be large enough to overcome the e�ect of densecol, which is only 30,000.
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Figure 4.13: Decrease in undesirable horizontal adjacency with full look-ahead anddi�ering weights.The reason that 100% separation is not always achieved in the forced case is because of themaze router. The maze router may add new horizontal segments that create undesirableadjacencies. The maze router simply tries to generate a valid route and doesn't check forundesirable adjacencies since generating a correct route takes precedence over separation.If separation is critical, an improved maze router should be used.Figure 4.14 shows the increase in routing tracks for di�ering penalty weights. The �gureshows that there is very little increase until a penalty weight of 50,000 is reached, at whichpoint the penalty weight can begin to force separation. The smaller amounts only indirectlycause an increase in routing tracks by creating more VCVs. By comparing Figure 4.13 andFigure 4.14 it can be seen that the increased improvement for a weight of 50,000 is gainedat a substantial cost of increased area.When considering the forced case, one would expect a maximum two-fold increase inarea. If a channel can be routed in X tracks, one could force horizontal separation by simply
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Figure 4.14: Increase in routing tracks with full look-ahead and di�ering penaltyweights.inserting a track between each pair of tracks for an increase in tracks of X - 1. (One wouldexpect the channel size to roughly double.) Unfortunately, the problem with cycles in thevertical constraint graph causes a larger than expected increase.Figure 4.15 shows the time penalties for the di�ering weights. Remember that sincea full look-ahead is being used, the time penalty can decrease as the number of targetedadjacencies increases. The reason that the time grows for the forced and 50,000 cases isbecause of the addition of tracks. Since the router only adds a track at a time, and reassignsall nets when it does so, it has many times more work than it would normally have becauseof the addition of tracks.So far, only results for reductions in horizontal adjacency have been presented. Electricalshorts can also be caused by vertical adjacencies and cross-over adjacencies. A cross-overoccurs when a metal1 and a metal2 net cross each other. By deferring the placement of anet, we would expect that vertical wires would be made longer thus increasing the amount of
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Figure 4.15: Increase in run time with full look-ahead and varying penalty weights.undesirable vertical and cross-over adjacencies. When the number of tracks is increased, wewould again expect longer vertical net lengths and larger increases in vertical adjacencies.Figure 4.16 shows that horizontal adjacencies account for the largest fraction, followed nextby vertical adjacencies, and �nally by cross-over adjacencies in routes generated by theunmodi�ed version of MCR.This distribution of adjacencies is advantageous. Since horizontal adjacencies are theeasiest to separate, it is encouraging that they are the most plentiful. Since cross-overadjacencies are the hardest to �x, it is encouraging that they are the least plentiful.Figure 4.17 shows the increase in vertical adjacencies due to the targeting of horizontaladjacencies. An interesting note is that when 1% of the adjacencies are targeted, a reductionin total vertical adjacency is experienced. The increases in the number of routing trackscause fairly large increases in vertical adjacency as can be seen by looking at the 50,000 andforced case.Since a decrease in horizontal adjacency is achieved at the expense of an increase in
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Figure 4.16: Distribution of undesirable adjacencies for di�ering target percent-ages.vertical adjacency for large target percentages, one would expect the decrease in overallundesirable adjacency to be lower than the decrease in horizontal adjacency. Since horizontaladjacencies account for a larger percentage of overall adjacencies, one would hope that anoverall decrease can be achieved. Figure 4.18 shows that this is indeed true until 100%of adjacencies are targeted. When 100% of adjacencies are targeted, the penalty weightsthat never force separation actually increase the amount of undesirable adjacency. This isbecause vertical adjacencies and cross-over adjacencies are increased without a reductionin horizontal adjacency. However, in most cases, an overall improvement is experienced,particularly when 50% or less of the adjacencies are targeted.4.4.4 Vertical AdjacencySince vertical adjacency contributes to overall adjacency and since it increases whenmethods for reducing horizontal adjacency are used, it is desirable to reduce vertical adja-
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Figure 4.17: Changes in undesirable vertical adjacencies when targeting undesir-able horizontal adjacencies with di�ering weights and full look-ahead.cencies. Reductions in vertical adjacencies are not as easily achieved.MCR reduces vertical adjacencies as a post-processing step. In order to ensure thatany added vias can be removed, only jogs of a single column are allowed. By adding ajog of only a single column, any introduced vias can be removed by moving the horizontalsection of the jog to the vertical layer. This also ensures that new horizontal adjacencieswill not be created since the jog is solely in the vertical layer. This is very similar to maze1(Figure 3.10) from YACR2, except that MCR �rst adds the vias and then removes themduring a via-removal step.To ensure that jogs do not increase vertical adjacencies, checks are made to see if jogginga net will cause an undesirable adjacency of greater length than the adjacency the jog it istrying to avoid.Figure 4.19 shows the decrease in vertical adjacency that can be obtained from usingthe above method. Overall, the method does not perform as well as techniques for reducing
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Figure 4.18: Overall decrease in undesirable adjacency when all types of adjacencyare considered with di�ering penalty weights and full look-ahead.horizontal adjacency. There are many reasons that the techniques do not perform as well.The �rst is that vertical adjacencies simply do not allow as much room for improvement.Because reductions in adjacency can only be achieved in the area between where the netsenter the channel and before the shorter net has reached its assigned track, not much canbe done during routing. However, placement algorithms, as mentioned by Acken [Ack88],might be able to reduce undesirable vertical adjacencies. The second reason is the restrictionthat is placed on only allowing a net to jog a single column. Allowing a net to jog for morethan one column would allow more separations to be made but would raise the likelihoodof increases in vias and horizontal adjacencies. The third reason is that MCR only targetsvertical adjacencies between nets that start on the same side of the channel. Nets can stillbe adjacent vertically if they are in adjacent columns, but enter the channel on oppositesides.The advantage of the techniques for reducing vertical adjacencies is that they do not
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Figure 4.19: Decrease in vertical adjacency.
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Figure 4.20: Increase in routing time when targeting vertical adjacencies.



60increase the channel area. As Figure 4.20 shows, they also have little impact on routingtimes. The anomalies in the graph can be attributed to error in the calculation of the run-ning times. The original running time of the router for all 50 placements was approximately210 CPU seconds, so a di�erence of .5% is on the order of a second.4.4.5 Combined Reductions
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Figure 4.21: Overall decrease in undesirable adjacency when horizontal and verticaltechniques are combined. The weight penalty is set to 5000 and a full look-aheadis used.Since the primary goal is to reduce undesirable adjacencies, MCR combines the hori-zontal and vertical techniques. Since previous experiments found a weight penalty of 5,000to provide a good trade o� between reduction in adjacency and increase in routing tracks,it was chosen as the penalty weight. Figure 4.21 shows the overall reduction in adjacencywhen the two techniques are combined and a full look-ahead is used. The results are veryencouraging as they show that signi�cant improvements can be made with little penalty.



61As a point of reference, let us consider the case when 10% of all possible adjacenciesare targeted. The modi�ed router required 437 cpu seconds to route all 50 designs on aa DEC Alpha 3000/600. The original version of the router required only 210 cpu secondsto route all 50 designs. The average increase in routing tracks was 1.2%. This means thatwith excellent running times and a 1% increase in area that a 52% decrease in undesirableadjacencies was achieved.4.5 ConclusionsThis chapter showed how a router can be created that varies the strength with whichit enforces separation. This was done by penalizing adjacency with a tunable weightingscheme and encouraging early placement with a tunable look-ahead factor. It was shownthat signi�cant reductions in adjacency could be obtained with reasonable time and areapenalties. It was also shown that trade-o�s in reduction, time, and area could be made bychanging the size of the penalty weight and the number of tracks of look-ahead.



625. Reductions in Undetectable ShortsThis chapter describes how the techniques of the previous chapter can be used to makecircuits more testable. In particular, the chapter focuses on reducing the occurrence ofshorts that are undetectable under the static-voltage testing methodology and potentiallyundetected under the pseudo-exhaustive segmentation testing methodology.5.1 Static-Voltage TestingThe following de�nitions apply to this chapter. A short occurs when two or more linesare unintentionally connected during fabrication. The term short, rather than the termbridge fault, is used to distinguish between the physical manifestation of a defect and thefunctional description that is often implied by the term bridge fault. The shorts that areconsidered are interconnect shorts|shorts between two lines that are gate outputs or circuitinputs. If the graph representing the unfaulted circuit contains a directed path between thetwo shorted lines, the short is a feedback short. If no such path exists, the short is a non-feedback short. Only non-feedback shorts are considered. A short is detectable if there existsan input vector that will cause at least one of the circuit outputs to have a di�erent logicvalue than it would in the defect free circuit. Likewise, a short is undetectable if no inputvector can be found that distinguishes the faulty and defect-free circuits. Some of the shortscategorized as undetectable may be detectable, but that the test pattern generator aborted.Some of them may also be detectable with IDDQ [Ack83] or delay testing. However, fewcompanies do systematic IDDQ and delay fault test pattern generation. Furthermore, thetechniques shown here are applicable to shorts that are undetectable under IDDQ or delaytesting methodologies, with only a change in the separation criteria.5.1.1 MotivationEven if an undetectable short does not change the logic function of a circuit, it can changeother functional aspects. An undetected short can cause reliability problems by creating



63unexpected delay, noise, power consumption, and heat. These may introduce intermittenterrors or eventually cause a catastrophic failure. The elimination of undetectable shortswould provide three bene�ts:1. It would increase the long-term reliability of a circuit by reducing power consumption,heat, and average current density caused by undetectable shorts.2. It would reduce the number of intermittent errors by eliminating electrical noise andcircuit delay caused by undetectable shorts.3. It would reduce fault simulation and test generation costs by decreasing the amountof time spent proving shorts undetectable.As mentioned before, one should be careful when deciding how a goal is best achieved.When the goal is reducing the likelihood of undetectable shorts, care should be taken toavoid excessive run-times. A straight-forward way of eliminating undetectable shorts, isan iterative process that performs ATPG to determine which shorts are undetectable andthen re-routing the circuit to avoid the shorts found to be undetectable. This is expensive.If the goal of reduction in undetectable shorts is more important than the goal of routerperformance, this method is �ne and should perform quite well. However, if router executiontimes are more important, something else must be done.Ideally, a method for predicting a large number of undetectable shorts could be foundthat is not as costly as performing full ATPG. Researchers have previously found charac-teristics that predict the di�culty of detecting a short, but had not found easily obtainablecharacteristics that distinguish undetectable shorts from hard-to-test shorts. Kapur et al.[KBRM91] studied the relationship of controllability and observability to detectability. Teix-eira et al. [TTA+91] and Saraiva et al. [SCS+92] divided faults into categories based ontheir resistance to stuck at tests and suggested using the \hardness" of a category to driveDFT e�orts.Although MCR could be used with these probabilistic methods, the percentage oftargeted adjacencies would be high. By targeting a large class of shorts, a decrease inundetectable shorts might be achieved, but a large area and run time penalty would be



64incurred. By targeting actual undetectable shorts, a smaller number of potential shorts willbe targeted and the router will do a better job with less of an area and run time penalty.Undetectable shorts were analyzed to �nd local characteristics that can be used to e�-ciently identify a large number of undetectable shorts. By looking for these characteristics,a router could reduce the likelihood of occurrence of undetectable shorts without requiringas much time as full ATPG.5.1.2 MethodologyIn order to �nd such characteristics, A study of the shorts that were likely to occur incircuit layouts was performed. The shorts studied were all the non-feedback shorts that arephysically realizable by small spots of metal in the metal layers of cell interconnect or smallspot defects in the oxide separating these layers. Shorts in the metal layers are the mostcommon fault type in many CMOS technologies [MTCC87].Carafe [JF93] was used to extract the set of possible shorts from ten di�erent layouts ofeach of the �ve largest ISCAS [BF85] combinational test circuits. These MCNC standardcell layouts were generated by TimberWolf [SSV85], a placement and global routing package,and the unmodi�ed version of MCR. Once the likely shorts were extracted from the circuitlayouts, the Nemesis [Lar92] ATPG system was used to generate tests for each short [FL91].5.1.3 Undetectable ShortsFirst this section covers the characteristics of undetectable shorts in general. Then itcovers the characteristics that e�ciently identify some, but not all, undetectable shorts. Fora short to be detectable, it must be both excitable and propagatable. One must �rst be ableto set the shorted lines to di�erent values in the short-free circuit, excitation. One mustthen be able to get the resulting discrepancy to a circuit output, propagation. Therefore, fora short to be undetectable, it must either exhibit the characteristic of being non-excitable,non-propagatable, or both.
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Figure 5.1: Example of how unintentional redundancy may be introduced.
448

445
508

500

341

345

347Figure 5.2: Example of redundant circuitry taken from the 1908.For a bridge between two lines to be non-excitable, each node must implement the samelogic function since every combination of circuit inputs places the same value on both lines.Hence, one of the two lines is redundant and would appear to be unnecessary. Unfortunatelyit is easy to unintentionally introduce this type of redundancy. For instance, consider Figure5.1. If a circuit designer is using a hierarchical design style, he may have two blocks, A andB, that both require signals X and Y. While designing block A the designer may determinethat he needs to AND X and Y for use within block A. Later, while designing block B hemay determine that he needs to AND X and Y for use within block B. The designer maynot notice that the AND could have been performed at the higher level.Redundancies can also be introduced when two equivalent lines are generated by acombination of gates|the equivalence may simply be overlooked. An example taken fromthe 1908 benchmark circuit, Figure 5.2, illustrates this. In the example, lines 500 and 508
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341

347
345 500/508Figure 5.3: Single gate that performs the same function as the logic in Figure 2.
3080

3088
1392

3105

F

G

3089

3081Figure 5.4: Example taken from 2670 that shows two types of masking that canoccur.are equivalent. Lines 341, 345, and 347 do not go to any other gates so the entire circuit inFigure 5.2 could be replaced by the circuit in Figure 5.3.Although 500 and 508 may be logically equivalent, the proper timing of the circuit mayrequire that they be separate. Line 500 might have a greater load than line 508 and line508 may be on a critical path. If these two lines are unintentionally shorted, the load willbe shared and the delay on the critical path will be greater. This can be detrimental asthe corresponding alteration in delay may cause the circuit to fail for some input sequences.Unless this circuit path is checked with an appropriate delay test, the short will not bedetected.The second category of undetectable non-feedback shorts, non-propagatable shorts, ismore subtle. All inputs that stimulate a non-propagatable short also mask the generatederror.Fault masking can occur when the short performs the same function as a portion ofits propagation path. Consider Figure 5.4, an example taken from the 2670, in which theshorted lines 3081 and 3089 are driven by CMOS inverters whose n-channel transistors arestronger than their p-channel transistors as is typical in CMOS technologies. This results ina logic 0 being present on both lines (wired-AND) when there is a conict between the two
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72

F

G

H
947

73Figure 5.5: Additional example of masking through function equivalence.driving gates1. Therefore, even when the short is excited, and 3081 and 3089 have di�erentvalues, the output of Gate F will not show a discrepancy since a 0 on either 3081 or 3089automatically forces F's output to be a logic 1. The discrepancy cannot be propagatedthrough 1392 because Gate F performs the same logic function (before the inversion) as theshort. In general, an error can be masked whenever a gate on the immediate propagationpath from the short performs the same function as the short. A short that is masked in thismanner is referred to as a function-masked short. Another example of a function-maskedshort is taken from the 880 benchmark circuit and is shown in Figure 5.5. In this �gure, theundetectable short involving lines 72 and 73 acts as a wired-AND. Because the combinationof F, G, and H ANDs 72 with 73, for the input combinations that excite the short, the shortis masked.In addition to function-masked shorts, excitation-masked shorts can occur. Excitationmasking occurs when the values placed on lines to excite the short mask the propagationof the short. In Figure 5.4, gate G provides an example of this type of masking for a shortbetween lines 3081 and 3089, since the short cannot be propagated through gate F. For adiscrepancy to be propagated through G, and out line 3105, a discrepancy must be placedon line 3081. Placing a discrepancy on line 3081 requires that it be a 1 and line 3089 be a0. (The fault acts a wired-AND.) However, for 3089 to be a 0, line 3088 must be a 1 whichforces the output of G to 0 and, in turn, blocks the propagation of a discrepancy on line3081 through G.Non-propagatable shorts are undesirable for the same reasons as non-excitable shorts:1Although wired-AND/wired-OR models do not accurately represent all shorts, of the 308 short types weencountered, 56 exhibited wired-AND behavior. This is mainly attributable to the nmos transistors beingstronger.



68Total Total TotalCircuit Undetectables Non-Feedback Shorts Shortsc2670 245 70724 86821c3540 193 70688 97119c5315 144 178822 212726c6288 0 67948 134995c7552 568 199038 243068Total 1150 587220 774729Table 5.1: Distribution of non-feedback shorts by circuit.they may add circuit delay and increase ATPG time. In addition, nonpropagatable shortscan also cause current consumption to exceed rated values leading to reduced reliability anda violation of speci�cations since the shorted lines can be set to di�erent values.5.1.4 Locality of UndetectabilityTable 5.1 shows the total number of undetectable non-feedback shorts for ten placementsof each of the �ve largest circuits. Approximately 0.2% of the total non-feedback shortsare undetectable. This is promising since the router performs well when the percentage oftargeted shorts is low.In order to study non-excitable shorts and non-propagatable shorts separately, theundetectable shorts were subdivided into the two categories. This was done using the IDDQcapabilities of Nemesis [FTL90], to see which shorts could not be excited. This introducesa slight inaccuracy in that a short that is both non-excitable and non-propagatable will belisted as only non-excitable.When examining the two types of undetectable shorts, an important discovery was made.An examination of the undetectable shorts revealed that many of them can be determinedto be undetectable by considering only local information, circuit information that is closeto the short site. These undetectable shorts are locally determinable (LD) as undetectable.
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Figure 5.6: Example of a non-excitable LD short.Figure 5.7: Example of a non-propagatable LD short.Two types of LD shorts can be found by considering only the site of the short and logicthat is no more than one level away. From this point on, LD will refer to the two types ofshorts mentioned below and not the entire LD class2.The �rst type of LD short is a non-excitable short that can be identi�ed by the shortedlines belonging to gates of the same type that share the same inputs, as in Figure 5.6. Ashort between these lines is clearly undetectable since the lines can never be set to di�erentvalues. The second type of LD short is a non-propagatable short that can be identi�ed bythe shorted lines feeding only into a single gate that performs the same logic function asthe short, as in Figure 5.73.Table 5.2 shows the overall distribution of undetectable non-feedback shorts. From thetable it can be seen that approximately 66% of the non-excitable shorts are LD shortsand that approximately 34% of the non-propagatable shorts are LD. The number of non-propagatable shorts is much higher than the number of non-excitable shorts. As a per-centage of all undetectable shorts, LD shorts account for roughly 42%. This is encouraging2In previous work [MF94b, MF94a] this sub-class was termed the LD0 class.3This example assumes that an inverter-inverter short acts as a wired-AND as it does in the standardcell library we used, MCNC SCMOS.



70Non-excitable Non-propagatableCircuit LD Non-LD LD Non-LDc2670 17 11 56 161c3540 127 2 15 49c5315 17 26 28 73c6288 0 0 0 0c7552 28 58 196 286Total 189 97 295 569Table 5.2: Distribution of undetectable, non-feedback shorts.since the router should be able to reduce the probability of a large number of undetectableshorts occuring without incurring too large of a time or area penalty. As a note of interest,the LD class was able to predict some of the shorts for which the ATPG aborted.5.1.5 Locality as an ObjectiveThe idea of locality is interesting. A test pattern generator can be thought of as usingall N levels of circuit information whereas a program for identifying LD shorts can bethought of as using only two levels of circuit information, one gate level forward and onegate level backward. Let us now consider how this relates to varying strength objectives. Ifidentifying all the undetectable shorts in a circuit is necessary, test pattern generation canbe used. However, this can be very expensive computationally. If identifying a subset ofthe undetectable shorts in a circuit is su�cient, a program for identifying LD shorts can beused since it is more computationally e�cient. To allow greater trade-o�s an undetectableshort identi�er can make the number of levels of circuit information it uses a variable.In this manner, the trade-o� between identi�cation and computation (run-time) could betunable. Unfortunately, this endeavor is beyond the scope of this dissertation. However,techniques similar to those of Isern and Figueras [IF94] might be suitable for tunable multi-level redundancy identi�cation.



71Circuit Decrease in Shorts Decrease in CAc2670 0.86% 10.37%c3540 -0.66% 40.52%c5315 0.24% 18.20%c7552 1.56% 21.77%Average 0.50% 22.72%Overall 0.87% 24.8%Table 5.3: Overall decrease in undesirable shorts and undesirable critical areatotals with full look-ahead and weight penalty of 5000.5.1.6 ResultsIn order to evaluate how well the router could reduce the likelihood of occurrence ofundetectable shorts, an LD predictor was incorporated into it and the circuits were re-routed. The experiments were ran with a weight penalty of 5000, full look-ahead, and atargeting of both horizontal and vertical shorts. Table 5.3 shows how the router performedfor 4 of the 5 di�erent test circuits. The circuit c6288 is not included as it did not contain anyundetectable shorts. The totals shown are the average reduction in undesirable shorts andthe average reduction in critical area totals (horizontal, vertical, and cross-over combined.)Since the LD class predicts approximately 42% of the shorts, and the router is able toachieve a approximately a 57% overall reduction when targeting 1% of all possible shorts,one would expect close to a 24% overall reduction in critical area totals. From the overalltotal, this is indeed seen to be the case. The reason the average total is lower is thatit represents average improvement and circuits with small improvements drag the averagedown. It is interesting to note that the overall reduction in shorts, .87%, is much smallerthan the overall reduction in critical area totals, 24.86%. This means that while less than1% of the shorts were eliminated that the probability of an undetectable short occurring wasreduced by close to 25%. The reason more shorts were not eliminated is because verticaladjacencies can not be completely �xed and cross-over adjacencies, which are small in terms



72Circuit Decrease in CAc2670 32.59%c3540 54.35%c5315 37.47%c7552 54.75%Average 44.79%Overall 57.63%Table 5.4: Overall reduction in LD critical area totals with full look-ahead andweight penalty of 5000.Circuit Decrease in Shorts Decrease in CAc2670 1.47% 6.09%c3540 2.70% 41.86%c5315 1.44% 18.71%c7552 1.77% 26.29%Average 1.84% 23.24%Overall 1.83% 26.67%Table 5.5: Overall decrease in undesirable shorts and undesirable critical areatotals with look-ahead of 3 and weight penalty of 5000.of CA, are not targeted.Table 5.4 shows how the router performed considering only the LD shorts. Onceagain the overall totals show the expected performance. This is equal to the 57% percentimprovement predicted in Figure 4.21 when 1% of all adjacencies are targeted.Since the time penalty is at its worst for a full look-ahead when a small percentageof the total shorts are targeted, and since the number of undetectable shorts represent asmall percentage, a full look-ahead might be too strong for the LD application. Since alook-ahead of 3 tracks performs very well for small target percentages, the LD application



73Circuit Decrease in CAc2670 28.33%c3540 55.43%c5315 39.30%c7552 55.51%Average 44.64%Overall 57.16%Table 5.6: Overall reduction in LD critical area totals with look-ahead of 3 andweight penalty of 5000.was re-run using a look-ahead of 3 tracks with the expectation that it might provide asimilar improvement with a much smaller time penalty. Table 5.5 shows the results of usinga look-ahead of 3. Surprisingly, it performed slightly better than when a full look-aheadis used. It appears that a full look-ahead perturbs the overall route more by encouragingearly placement sooner than is necessary when the targeted number of shorts is small. Sincethe LD shorts do not account for all undetectable shorts, some of the new adjacencies areundesirable. Since fewer new adjacencies were created, a higher percentage of shorts wereeliminated.Table 5.6 shows how a look-ahead of 3 performs with respect to LD shorts. It performsalmost as well as a look-ahead of N. If undetectable shorts accounted for a larger percentageof all shorts, this would probably not be the case.When LD shorts are targeted and a look-ahead of N is used, the average increase inrouting time over the unmodi�ed version of the router was 353%. When LD shorts aretargeted and a look-ahead of 3 is used, the average increase in routing time was only 48%.Neither look-ahead value changed the number of tracks required to route the circuit. Inboth cases the routing area required was the same as in the unmodi�ed case. Since theimprovement gained for the full look-ahead is slightly smaller, and the amount of timerequired is much higher than when a look-ahead of 3 is used, for undetectable shorts and



74Circuit Decrease in Shorts Decrease in CAc2670 4.16% 38.51%c3540 2.70% 54.32%c5315 4.88% 50.08%c7552 3.78% 44.99%Overall 3.88% 46.97%Gross 3.91% 47.19%Table 5.7: Overall decrease in undetectable shorts and undetectable critical areatotals with full look-ahead, a weight penalty of 5000, and ATPG prediction.for small percentages of undesirable adjacencies, a look-ahead of 3 is recommended. For theLD application, an average 24% decrease in the chance of an undetectable short occuringcan be obtained with no increase in area and only a 48% increase in routing time. Thetotal time required to route all 50 layouts was 324 CPU seconds on a DEC alpha. If thenumber of undetectable shorts as a percentage of all shorts increased sharply, the amountof look-ahead should probably also increase.To see how the LD prediction method performed in comparison to ATPG, for eachcircuit, the set of possible shorts was extracted from the original layouts and ATPG wasperformed to generate a list of all undetectable shorts. MCR then used this list duringrouting to determine if a pair of lines should be allowed to be adjacent. Table 5.7 shows,as would be expected, that the decrease in undesirable critical area totals is much higher.The reason that the decrease in Table 5.7 is lower than 57% reductions that the separationtechniques can obtain when targeting a 1% of adjacencies (Figure 4.21) is that in changingthe routing, new adjacencies are created that did not exist in the original route. To overcomethis, an iterative process could be used to update the list of undetectable shorts after eachATPG-MCR cycle. Unfortunately, ATPG is very expensive in terms of run-times. On aSun4 computation server, it took 15,843 seconds to perform the ATPG and only 419 secondsto route all the circuits.



755.1.7 ConclusionsIn this section, the idea of local determinability was presented. An LD predictor wasable to e�ciently identify large numbers of undetectable shorts, 42%, by examining onlylocal circuit information. This predictor was able to identify some undetectable shorts thatan ATPG system aborted on. It was shown that MCR can eliminate some undetectableshorts and greatly reduce the likelihood of occurrence of others. A reduction in adjacencyof 24% was obtained with no increase in area and a 48% increase in routing time when theLD predictor was used. Since routing times are very low compared to placement times, thisis a very small increase. It was shown that when separation is more important than runningtime, ATPG can be used to achieve a 47% reduction with little area penalty (.03%) and avery large time penalty.5.2 SegmentationThis section shows how MCR can be used to increase the likelihood of a short beingdetected under the pseudo-exhaustive segmentation testing methodology.5.2.1 MotivationIf all input combinations are applied to a circuit, all faults that are detectable with onlya single static pattern are guaranteed to be detected. Unfortunately, since this requires 2npatterns when there are n circuit inputs, this is too costly. One attempt to take advantageof exhaustive testing without experiencing as large a cost has been to divide a circuit intosegments that each have a smaller number of inputs and to then exhaustively test eachsegment [MBN81, McC84, AM84, UM87, UM89, Ude92].As was mentioned by Acken [Ack88] detectable shorts may go undetected if a shortoccurs between lines that do not share at least one segment in common. If a short betweenthe two lines is detectable by applying only a single input pattern, it is not guaranteedthat the pattern will be exercised since the lines are not in the same segment. However, if



76Original percent in Decrease inCircuit di�erent segments Undesirable Shorts Decrease in CAc2670 67.17% .70% 13.38%c3540 39.88% .75% 22.14%c5315 62.20% .49% 13.87%c6288 28.80% 1.5% 24.83%c7552 67.53% .59% 9.45%Average 53.12% .81% 16.73%Overall 55.86% .73% 13.82%Table 5.8: Original percentage of shorts in di�erent segments, percent reductionin shorts in di�erent segments, and overall reduction in undesirable critical areatotals with full look-ahead and a weight penalty of 5000.they share at least one segment, the proper input combination will be exercised since allcombinations of the inputs to the segment will be exercised. Therefore, the e�ectivenessof pseudo-exhaustive testing can be improved by not routing lines adjacent to each otherunless they are both part of the same segment.5.2.2 Experimental ProcedureJon Udell's segmentation software was used [Ude92] to create reasonable segments foreach of the ISCAS 85 benchmark circuits. MCR was then modi�ed to try to separate linesif they have no segment in common. To do this, the generated segments were used to createa list of the segments each wire belonged to. This list was then checked during routing andif two lines were not in the same segment, MCR tried to separate them.5.2.3 ResultsIn order to provide a proper comparison, the same routing parameters for improvingstatic-voltage testing were used. The results of running the router are shown in Table 5.8.



77In this case, the router was only able to achieve an average reduction of 17% and an overallreduction of 14%. The reason for this can be seen by looking at the second column of thetable. The percentage of shorts between wires in di�erent segments is close to 56%. Therewas an average 82% increase in routing times and an average 3% increase in area.This means that while the likelihood of undetected shorts can be reduced, it comes at ahigher cost and provides a smaller percent improvement than the improvements gained forstatic-voltage testing. However, considering the total improvement in terms of all shorts, iteliminates far more undesirable shorts and CA. With undetectable shorts in static-voltagetesting, only .15% of all shorts were targeted and a 27% improvement experienced when anLD predictor was used and a 57% improvement when ATPG was used. This means thatan overall improvement in testability, in terms of all shorts, of at best .085% is achieved.For segmentation, since 56% of shorts are between nodes in di�erent segments, a 14%improvement for those 56% yields an overall improvement in testability of 7.8%, a largeroverall improvement.5.2.4 ConclusionsThis section showed that the routing techniques can be used to increase the testability ofcircuits under the pseudo-exhaustive testing methodology. Because the percentage of shortsbetween wires in di�erent segments is quite high, the router can only reduce the probabilityof a short occuring between wires in di�erent segments by 14%. However, because so manyshorts occur between wires in di�erent segments, this translates to a signi�cant improvementin overall testability. For further improvements, segmentation should be considered duringcircuit placement [Ack88].



786. Applications to Routing in GeneralThis chapter discusses some of the important ideas that should be considered whencreating a goal-oriented router. These ideas pertain to the strength with which a goalshould be approached and which wires should belong to the target set.6.1 Relative Importance of GoalsIf there are multiple goals to achieve when routing a circuit, a decision on how theyare best achieved needs to be made. The most crucial point to consider when making thedecision is the relative importance of each goal. If the importance of a goal is very high, thee�ort applied to meeting the goal should be greater than if its importance is low. At theextremes, the importance of a goal may range from that of a weak objective, a goal thatshould be met if there are no adverse side e�ects, to that of a hard constraint, a goal thatmust be met at all costs.As an example, consider the goal of reducing capacitive coupling. If the capacitivecoupling in a circuit is too great, it may cause the circuit to fail. In this case, reducing thecapacitive coupling should be treated as a constraint. If the capacitive coupling is not largeenough to cause the circuit to fail, it is still desirable to reduce it in order to decrease delayand noise. In this case, reducing the capacitive coupling should be treated as an objective.Always approaching goals strongly is inadvisable because of the conicts that can arisewith attaining other goals. For instance, goal-oriented routing methods may have large areaor performance penalties. If these penalties outweigh the bene�ts provided, the methodswon't be used. Constraints are usually undesirable since they must always be enforcedirregardless of their drawbacks. Constraints do not allow tradeo�s to be made with othergoals and can even prevent a solution by overconstraining a problem. Constraints arenecessary though for goals that must be met. Objectives are desirable since they allowtradeo�s to be made with other goals and therefore have fewer drawbacks.



79When determining how much e�ort should be used to meet a goal, the importance ofachieving the goal with respect to other goals must be considered. Among the goals thata circuit function correctly, perform well, and cost little, the goal of functionality is vital.The others are meaningless if the circuit does not work. This means that functionalityis a constraint and should always take precedence over performance and cost. Amongthemselves, performance will sometimes take precedence and cost will sometimes takeprecedence, in which case the more important should be given preference. At other timesthey will be ranked equally, in which case they should be treated equally. In all cases, eachgoal should take all other goals into account. The only di�erence should be in how stronglya given goal lets another a�ect it. It is important to not treat goals individually since animprovement in one often leads to a decline in another.Finally, since the relative importance of di�ering goals may change from circuit to circuit,the strength with which a router attempts to achieve a particular goal should not be �xed.The end user should be able to control how strongly the router meets a given goal from the\only if no adverse e�ects" level to the \at all costs" level. In some sense, the router shouldbe given a amplitude control for how strongly a given goal is attacked. An excellent way toachieve this is to use a weighting scheme that allows a goal's importance to be varied.6.2 General Versus SelectiveAn additional point to consider is whether a goal should be approached in a general orselective manner. Consider capacitive coupling. One can reduce either the overall capacitivecoupling (general) or only the capacitive coupling between target pairs of lines (selective).In cases where there is a subset that is more important, for instance line-pairs that will failfrom capacitive coupling versus all line-pairs, it is best to �rst apply selective methods andthen apply general methods, taking care to insure that the general methods do not undothe results of the selective methods.Performing operations in this order provides several bene�ts. An overall improvementcan be gained that will have given preference to the more important members of the set.



80If the complete set were �rst targeted, �xing a relatively unimportant member of the setmight hamper the �xing of an important member of the set. Additionally by using multiplepasses, stronger methods can be used at �rst to increase the chance of success for importantmembers with a smaller penalty than if the same methods were applied to all members.6.3 Illustration of IdeasTo put the ideas of the above two sections into perspective, consider MCR. In orderto make circuits more testable, decisions on how strongly to approach testability and themanner in which to approach it had to be made. Since, historically, testing has not beenconsidered a crucial goal and enhancing it through routing can impact the goals of area andtime, it was decided that testing should not be met too strongly. This was accomplished byusing a weight that kept the area penalty low. For static-voltage testing, the time penaltywas kept low by the use of an LD predictor. If the importance of testability, in relation totime and area, changes, the router can change accordingly. The weight penalty and amountof look-ahead can be varied to achieve the desired balance. Ideally, the levels of circuitinformation utilized by the undetectability predictor could also vary.For shorts that are undetectable with static-voltage testing, a selective method was usedto achieve the best results. Only shorts that are known to be undetectable are targeted.Since the target percentages are low, large improvements were made. For pseudo-exhaustivetesting, more general methods were used since an undetectability predictor was unavailable.The methods were general since all shorts between lines in di�erent segments were targetedwhile not all shorts between lines in di�erent segments would necessarily go undetected.Since the target percentages were higher, smaller improvements were made.6.4 Future WorkThe most important area for future work are in devising automated methods for con-trolling the strength with which a goal is approached. Ideally, a user should be able to seta high level goal, such as no more than an X% increase in time and a Y% increase in area,



81and a router would be able to determine the proper values for the variable parameters, suchas amount of look-ahead or weight penalty, in order to meet the high level goal.The problem of e�ciently mixing selective and general methods so that they can beperformed concurrently should also be solved. In a sense, this can be thought of as sub-prioritizing within a given goal. For weight-based schemes, this might be accomplished by\weighting" the weights by scaling a weight based on the importance of the element theweight represents.



827. ConclusionsIn this dissertation, I presented the �rst implementation of P-DFT techniques that im-prove the testability of circuit interconnect with the channel router, MCR. Other researchersin this area presented general suggestions without an implementation. The techniques pre-sented in this dissertation achieve signi�cant improvements in testability with insigni�cantarea overhead and acceptable performance overhead.The P-DFT techniques presented in this dissertation discourage placing wires next toeach other if a short between them would cause a fault that is a potential testing problem.These techniques work over a wide range of targeted adjacencies and were applied totwo testing problems with di�erent distributions of undesirable wire pairs, one with 0.2%undesirable and the other with 56% undesirable. In both cases the testability of the suiteof test circuits improved signi�cantly.Since testability is usually emphasized less than other design issues, it is best to treat itas a weak objective during the physical design of a circuit. P-DFT techniques incorporatedinto MCR treat testability as a weak objective. MCR can be tuned to increase testabilityby increasing the weight penalty for undesirable adjacencies and increasing the number oftracks of look-ahead. Increasing the weight penalty increases the likelihood of separation atthe expense of area. For weak objectives, a weight penalty of 5000 is su�cient. Increasingthe look-ahead increases the likelihood of separation at the expense of time unless thepercentage of target adjacencies is very small or very large. For small and large percentagesof target adjacencies, the number of tracks of look-ahead should be small.P-DFT techniques should target as selective a group as possible in order maximizeimprovements and minimize area costs. MCR performed very well when targeting knownundetectable shorts since the target group was small. When the target group was larger, po-tentially undetected shorts in di�erent segments, MCR did not remove as large a percentageof undesirable adjacencies.P-DFT techniques can make use of local information to e�ciently target undetectable



83static-voltage shorts. By examining only local information, many shorts are identi�edas undetectable without incurring the expense of ATPG. Examining local informationsometimes identi�es undetectable shorts that ATPG misses. Nearly half of the undetectableshorts were identi�ed by an LD predictor.
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