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Performance Evaluation of Systemswith Restricted Overlap of ResourcesDavid E. LevyabstractIn this dissertation, we investigate the performance evaluation of systems with restrictedoverlap of resources. The impetus of this study is derived from the constrained parallelismin the service of I/O requests in the current generation of cached disk controllers. Amongother features, these cached controllers o�er improved performance through an increase inthe degree of transfer concurrency. In particular, we consider controllers that have theability to service the next request for a given logical device, if it can be satis�ed by thecache, in parallel with \hidden" disk activity, such as staging. We present a queueing modelto represent the restricted overlap problem. The model is developed under exponentialassumptions and then expanded to account for variability in service. We investigate thee�ciency of three solution techniques. The model is also expanded to represent a sharedlogical device.Following the development of the restricted overlap model in the \classical" I/O setting,we apply the model to a disk array architecture and a multimedia kiosk storage architecture.The restricted overlap model is extended to represent a storage subsystem with a set oflogical devices that map to a group of physical disks in a disk array. The bulk of recente�orts to characterize the performance of disk arrays appears to have concentrated on thee�ects of the aggregate bandwidth in a non-cached con�guration. Our goal is to provide ananalysis of a cached disk array architecture.



We also investigate the performance of a distributed kiosk storage architecture, where aset of multimedia stations are networked in an application group and each group is connectedto an electronic library. Audio-video information-dispensing computers, known as kiosks,are becoming a popular technology for businesses and government agencies. Kiosks o�erindividuals a convenient means of information retrieval while reducing the demands placedon service organizations, by automating many routine processes. We present a model of anelectronic library utilizing an optical jukebox with cyclic service of the storage platters. Wealso extend the restricted overlap model to represent a kiosk application group which usespreliminary sequence caching to improve the start-up latency.
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11. IntroductionThe development of high performance computer and communication architectures overthe past three decades has been the bene�ciary of the simultaneous maturation of perfor-mance evaluation techniques. Computer performance evaluation is an engineering art borneout of the desire to optimize the performance of existing systems and future designs. Themethods draw on mathematical models, system measurements, and intuition gained from acomprehensive understanding of the dynamics of the system or components to be evaluated.Historically, the analytical branch of performance and capacity planning was createdwith the development of queueing theory by A.K. Erlang in the early 1900s [21]. His workwas motivated by improving the design process of telephone exchanges. From the earlypart of this century, the techniques have been advanced by the mathematics, telephonyengineering, and operations research communities. However, in the early 1960s with theemergence of the computer technologies, analytical modeling via queueing systems founda new domain of applicability and a new group of researchers. Scherr's representationof a computer time-sharing system [60] proved to be an e�ective performance model andprovided a seed for the research of computer performance evaluation which continues toimpact current system development.This dissertation investigates performance evaluation methods for analyzing systemswith restricted overlap of resources. The research is motivated by the type of constrainedparallelism of I/O operations found in the contemporary generation of cached disk con-trollers. The controllers are designed to allow the simultaneous service of cache hits and thestaging of track data. However, if a request is generated for a physical device during a stag-ing period, the request is delayed until the staging completes. We refer to this constraint



2on simultaneous service as restricted overlap. The contributions of this thesis include� a representation of restricted overlap of resources which treats variability in service,� a study of the e�ciency of the solution techniques which are applied to the restrictedoverlap model,� a disk array performance model, developed as an extension of the restricted overlapmodel,� an application of the restricted overlap model to a multimedia kiosk storage architec-ture,� a study of an electronic library, utilizing an optical jukebox with cyclic service of thestorage platters, in a multimedia kiosk storage architecture.In the following sections of this introduction, we present the origin of the restricted overlapproblem which serves as the topic of this thesis, the relation of this work to previousliterature, our approach to analysis, and the complete thesis structure.1.1 Problem OriginThe bene�ts of caching, utilized throughout the memory hierarchy in computer systemsdesign, depends on the well known locality of reference principle [18, 19]. In the late 1980's,a new generation of mainframe I/O controllers were introduced [33, 2] which capitalize onan intelligent multiported cached design. When a desired record is not found in the thecache, the cache storage bu�ers the disk request along with the remaining records on thetrack following the desired record. The aim of bu�ering the remaining records on the track,also referred to as staging, is to improve the cache read hit rate by prefetching data whichmay exhibit spatial locality.
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4Among other features, these cached controllers o�er improved performance through anincrease in the degree of transfer concurrency. The concurrency is facilitated by the multipleports available on the cache of modern controllers. Thus, following a request for a givenlogical device which results in staging, the next request for the same logical device canbe accepted. The advantage is that no delay is incurred if the subsequent request can besatis�ed from the cache. We refer to the simultaneous service as overlapped service, andthe staging activity as hidden since requests resulting in cache hits do not experience anydelay. Naturally, if the next request requires an access to the physical device, the serviceexperiences a delay until the staging activity is complete. Therefore, the overlap of serviceis restricted in the sense that a request for a record not in the cache, which occurs during astaging period, results in the serialization of the request (must wait on the single physicaldevice).Note that throughout this dissertation, we refer to the I/O devices as they appear to theoperating system (including the e�ects of caching) and the actual storage devices as logicaldevices and physical devices, respectively. A model of restricted overlap was introduced in[8] to describe the hidden disk activity which occurs during the staging of a track. In the�rst part of this thesis, a variation of the model, based on a queueing model with vacations,is presented. This model and its extensions are developed in the body of this dissertation.1.2 Related WorkAside from [8], discussed in the prior section, there is little research, to the best ofour knowledge, which is directed at the problem of restricted overlap of resources. Theprevious work in the literature which has the closest semblance to modeling restrictedoverlap includes the topics of modeling read/write access to shared resources, locking issues



5in database theory, and fork-join queueing. However, their formulations do not seem too�er extensions which are readily applicable to modeling restricted overlap.Since databases are typically a shared resource, the problem of concurrency controlarises. It is popularly solved with locking methods. Thus, any read or write transac-tions must acquire some kind of token (or lock) before being allowed to proceed. Sharedread/write access [16, 37, 51, 58] and locking models [69, 68, 71, 50, 30] have been developedto analyze the performance of such systems. Although the models seem similar to the ideaof restricted overlap, their emphasis is on modeling the acquisition of the locks prior tothe service of a request. Thus, a request is either admitted or blocked, but the e�ectiveservice is serialized. (This is an important aspect of database management since a recoveryprocedure must allow the restoration to a consistent state in the event of an error). Ourapproach explicitly deals with the parallel service of the cache and staging activity subjectto the operating system constraints.The fork-join queueing systems [3, 51] are also applied to solving parallel processingproblems. However, these models typically deal with breaking, forking, a task into subtaskswhich individually queue at separate servers. The task is then considered complete when allof the subtasks complete service, join. These systems involve a restriction on the networkof \subtask" queues as opposed to constraining the service stages of an individual queue asin our approach to the restricted overlap problem. We note the fork-join queueing systemshave been used e�ectively to model RAID-5 devices [43, 72], which will be discussed furtherin Chapter 3.



61.3 Analysis MethodologyThe thrust of this research centers around an analytical representation of restricted over-lap and its application to pragmatic performance issues. Typically, performance modelinge�orts are approached from simulation and/or analytic techniques. The advantage of sim-ulation is that the system to be modeled can be expressed in arbitrary detail. However,the virtue of generality is tempered by possibly costly run times. Thus, in this thesis, weinvestigate analytic models with a level of abstraction that captures the system's salientfeatures and corresponds to a representation which can be solved e�ciently.In this thesis, the role of simulation is as a tool of validation for the analytic modelsdeveloped. Details of simulation theory can be found in such related texts as [23, 47].Some of the simulations in this thesis were written in CSIM, a process-oriented simulationlanguage [61], and others using a simple discrete event simulator written in C and based onSMPL [47]. The approximate con�dence intervals for the simulation runs were estimated ata 95% con�dence level. In our application, we attempted to maintain con�dence intervalshalf-widths within 10% of the generated average values. The need for e�cient analyticmodels is underscored when long simulation run times are experienced due to increasedservice variability. (Although not investigated in this dissertation, variance reductiontechniques may provide a means to reduce run times, see for example [42, 10].)1.4 Thesis StructureThis thesis is structured into three main chapters plus a conclusions chapter. Chapter 2investigates modeling restricted overlap of resources as it applies to the current generationof cached disk controllers in a \classical" mainframe I/O environment (described in the



7previous section, Problem Origin). We start by presenting three solution approaches to therestricted overlap model under exponential assumptions. The e�ciency of each technique isassessed and the most e�cient method of the three is adopted for the subsequent extensionsof the model. The extensions of the model which appear in Chapter 2 include representationswhich account for variability in service and pending times due to resource sharing.Chapter 3 presents a further extension of the restricted overlap model as it applies tostorage systems with logical devices that map to a group of physical disks in a disk arraycon�guration. In particular, we investigate the representation of a RAID-5 device whichincludes the e�ects of a cached controller. The work in Chapters 2 and 3 are a product ofa joint research e�ort with Professor Alexandre Brandwajn.A multimedia application is the subject of Chapter 4. Audio-video information dis-pensing computers, known as kiosks, are becoming a popular technology for businesses andgovernment agencies. Kiosks o�er individuals a convenient means of information retrievalwhile reducing the demands placed on service organizations, by automating many routineprocesses. Today, kiosks are typically autonomous machines, delivering audio and video inan analog format. In this chapter, we consider a digital, distributed system, consisting ofa group of kiosk clients and an electronic library, all linked by a network. We investigatea model for representing a cyclic service scheme of the storage platters in an optical diskjukebox, used as an archival store in the electronic library. Then, we apply a variationof the restricted overlap model to represent the kiosk group. The work in Chapter 4 is aproduct of a joint research e�ort with Professor Patrick E. Mantey.Finally, in Chapter 5, we summarize the previous chapters and discuss possible directionsfor future research.



82. Modeling Restricted Overlap of ResourcesAs discussed in the introduction, the problem of restricted overlap of resources is ap-proached from the perspective of the I/O subsystem architecture utilizing an intelligent,cached controller. Although the problem arises in this application, our model and its solu-tion are a mathematical abstraction of the overlap problem which can be applied to a classof systems which map to the overlap model. In this chapter, we develop the restricted over-lap model and use the current generation of cached disk controllers as a practical exampleof its applicability.As previously mentioned, we use the terms logical device and physical device to describean I/O device as it appears to the operating system and an actual disk storage device,respectively. When a request is generated for a particular record on a logical device atthe operating system level, it will be serviced by the cache if it is available. Otherwise, ifthe physical device is not busy, the record is transferred from the disk. Typically, the restof the track, following the requested record, is staged into the cache. Thus, the physicaldevice remains busy for an extended period of time beyond the desired record transfertime. However, subsequent requests which are generated during the staging period andresult in cache hits can be served simultaneously with the staging. This resulting overlapis facilitated by the multiported caches in contemporary cached controller designs.Since requests are viewed from a single physical device, any read miss has the e�ect ofrestricting the overlap that can occur at the controller by serializing service until any hiddenactivity completes. Addtional constraints can be present due to operating system rules. Forexample, according to the current principles of operation of MVS/XA and MVS/ESA [32,35], only a single I/O request can be outstanding for a given logical device, i.e. there are no



9multiple exposures. Therefore, the overlap of service is restricted in the sense that a requestfor a record not in the cache must be serviced from the physical device, and signaled ascomplete, before any other requests are serviced by the cache on behalf of the same logicaldevice.In dealing with writes requests, there are typically two approaches that are considered:write-through and write-back. Write-through insures the data is written to stable storageby directing the write to the physical disk. Write-back operations write to a cache, signalthe write complete, and then asynchronously write the data to disk in a destaging process.The DASD Fast Write operation [33] is similar to a write-back, except data is written tonon-volatile storage (NVS) in order to guarantee it permanence. For the purpose of ourtreatment of restricted overlap, we assume a cached controller of su�cient NVS capacity tomanage write requests as DASD Fast Writes. However, the model can represent a write-through management scheme by adjusting the model parameters (discussed later in thischapter).A model of restricted overlap was �rst proposed in [8] to model device overlap foundin the current generation of cached controllers in computer systems running MVS. Themodel, shown in Figure 2.1, accounts explicitly for service overlaps. In the model, stage Irepresents the time to service a request for a particular record on a physical device; stageII represents the time to service a cache request; and stage III represents the time tostage the remainder of a track, following the desired record. Under the state descriptionpresented in [8], the model operation can be described as follows:1. Requests enter the queue as one of two classes:� Class 1 - service from stage I (occurring with probability p)� Class 2 - service from stage II (occurring with probability q = 1� p)
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Figure 2.1: Queueing model of restricted overlap (initial representation)2. First-come �rst-service (FCFS) queueing service discipline with the following restric-tions:� stages I and II operated exclusively as do stages I and III� Class 1 requests enter stage III for further service with probability, s� stage combination II and III can have simultaneous operation - overlappedserviceAlthough not explicitly presented in [8], this queueing model, with exponential assumptionsfor each service stage, leads to a set of balance equations which can be solved using �nitedi�erence techniques. For future reference, we will call this model the \initial" model. Uponfurther study of the problem, a variation of this model, based on service with vacations,was proposed by [9]. This model has a closer correlation to the I/O subsystem dynamicsand does not appear to have numerical di�culties with some iterative methods that wereexperienced with the initial model.



11The restricted overlap vacation model and its associated state description provide thekernel of this thesis and we will develop several approaches to solving this model.The vacation model state description di�ers from the \initial" model in basically a singlebullet point listed above. In the vacation model, stage III is a vacation period for the stageI server, i.e. the duration stage I is unavailable. Therefore, where the \hidden" service wasdescribed as:� Class 1 requests enter stage III for further service with probability, swe now replace with:� stage I enters a vacation period (stage III) with probability, sThe model is shown in Figure 2.2 and the model's service states are shown in Figure 2.3.
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Figure 2.2: Queueing model of restricted overlap with vacation stageThe variables used to describe the probabilities of entering these stages are also shown inthe �gure and are de�ned as follows:� � - the Poisson rate of arrivals
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13� A;B;C - the random variables (RVs) representing the time spent at stage I , II , andIII , respectively� �a;�b; �c - the mean of RVs A,B, and C� �a2; �b2; �c2 - the second moment of RVs A,B, and C� �; �; 
 - the rates of service at stage I , II , and III (� = 1=�a, � = 1=�b, 
 = 1=�c)In the following sections, we develop several solution techniques to the restricted overlapmodel. The �rst section examines the problem under exponential assumptions in an e�ortto facilitate solutions to each method. We evaluate the e�ciency of each technique, andadopt the best solution technique for subsequent extensions of the model.2.1 Restricted Overlap Vacation Model under Exponential AssumptionsIn this section, we develop a �rst order solution to the restricted overlap vacation queue-ing model by assuming each service stage is exponentially distributed. Even under expo-nential assumptions, the problem is challenging due to the presence of overlap. Certainly,a crude approximation can be generated by assuming no overlap and simply solving theresulting M/G/1 queueing system. However, our goal is a representation which accountsfor the constrained parallelism.The analytic techniques of vacation models developed in the literature, see monograph[67], do not readily appear to correspond to the restricted overlap problem. The \classical"vacation models typically view the server of a queue as either being in the state of serviceor vacation, i.e. unavailable. The models deal with various restrictions on service andvacation periods [20], e.g. exhaustive or limited service prior to vacations. However, theydo not account for \partial" vacations, in which some service may be allowed, as with thesimultaneous service of the cache in our model de�nition.



14An exact solution to the queueing model's balance equations is generated using aniterative method based on equivalence [6, 7]. We start by choosing an appropriate statedescription, (n; S), which corresponds to the dynamics described in the introduction tothis chapter. The variable n represents the number of customers in the system and S 2fI; II; III; �g represents the state of service, whereI 4= server station I is busy exclusivelyII 4= server station II is busy exclusivelyIII 4= server station III is busy exclusively� 4= server stations II and III are both busy (overlap).Using the above state space de�nition, the balance equations can be expressed as:p(n; I)(�+ �) = p(n� 1; I)�+ p(n; III)
+ p(n+ 1; I)�rp+ p(n+ 1; II)�pp(n; II)(�+ �) = p(n� 1; II)�+ p(n; �)
 + p(n+ 1; I)�rq + p(n+ 1; II)�qp(n; III)(�+ 
) = p(n� 1; III)�+ p(n+ 1; I)�sp+ p(n+ 1; �)�pp(n; �)(�+ � + 
) = p(n� 1; �)�+ p(n+ 1; I)�sq + p(n+ 1; �)�qwhere n � 2 and the boundary conditions can be written asp(0; �III)� = p(1; I)�r+ p(1; II)�+ p(0; III)
p(0; III)(�+ 
) = p(1; I)�s+ p(1; �)�p(1; I)(�+ �) = p(0; �III)�p+ p(1; III)
+ p(2; I)�rp+ p(2; II)�pp(1; II)(�+ �) = p(0; �III)�q + p(1; �)
 + p(2; I)�rq+ p(2; II)�qp(1; III)(�+ 
) = p(0; III)�p+ p(2; I)�sp+ p(2; �)�pp(1; �)(�+ � + 
) = p(0; III)�q+ p(2; I)�sq+ p(2; �)�q
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λ

u(n)Figure 2.4: Equivalence model for restricted overlap serviceGiven these equations, we travel two paths toward a solution. The �rst is a semi-numerical method based on equivalence [6, 7]. Since the solution is iterative, we alsoinvestigate an alternative implementation to improve the speed of convergence which buildson the basic equivalence technique. The second path is based on the matrix-geometricmethod [53, 52], which capitalizes on the system structure resulting from the choice of statespace.2.1.1 Equivalence Approach - Simple IterationIn applying equivalence techniques to the restricted overlap model, we start by consid-ering the aggregate server shown in Figure 2.4. This queueing model has a service stagerepresented as a single server with aggregate service rate u(n), where n is the number ofjobs in the system. Assuming u(n) is known, we can solve for the marginal probability ofn customers in the system, p(n). p(n) = 1G nYi=1 �u(i)where G is a normalization constant. At this point, we are left with determining u(n),which can be expressed as a function of the conditional probabilities, pn(S), de�ned as:



16pn(S) 4= Probfservice state is S j n in the systemgThus, we can write u(n) = XS pn(S) � �S= pn(I) � �+ (pn(II) + pn(�)) � �and now turn to solving the conditionals. The solution is found in the balance equationswhich can be rewritten by substituting the conditional probabilities with their de�nition interms of the joint probabilities, i.e.p(n; S) = pn(S) � p(n);see for example [1], and the de�nition of p(n). Therefore, the general balance equations canbe written as:pn(I)(�+ �) = pn�1(I)u(n) + pn(III)
+(pn+1(I)�rp+ pn+1(II)�p) � �=u(n+ 1)pn(II)(�+ �) = pn�1(II)u(n) + pn(�)
+(pn+1(I)�rq + pn+1(II)�q) � �=u(n+ 1)pn(III)(�+ 
) = pn�1(III)u(n) + (pn+1(I)�sp+ pn+1(�)�p) � �=u(n+ 1)pn(�)(�+ � + 
) = pn�1(�)u(n) + (pn+1(I)�sq + pn+1(�)�q) � �=u(n+ 1)with the same substitutions applying to the boundary conditions. Since the equations aboveare expressed using u(n), we apply a simple iteration, akin to the form of Jacobi's method[64]. The iteration calculates each successive iteration via the points calculated in theprevious iteration. As a �rst level characterization of the model, this approach is su�cient.



17However, in an e�ort to improve the iteration time to converge to a solution, we apply amodi�ed iterative technique in the next section.2.1.2 Equivalence Approach - Modi�ed IterationIn this section, we present a modi�ed iterative method for solving the restricted overlapqueueing model. We refrain from referring to this approach as \improved" until we quantifythe results in the results section. The modi�ed method, similar to the approach developedin [6], makes use of a recurrence relation found in the conditional probability equations,which were derived from the balance equations in the previous section. The basic idea is togenerate new updates with the latest information available.The �rst step in the modi�ed iteration is to recognize that the conditional probabilitiesat a given iteration, i (denoted with a superscript), can be represented as:pin(S) = ASpin(III) +BSui(n) + CSwhere AS , BS , and CS are constants derived from the previous iteration. Using thisobservation, the de�nition of u(n), and the conditionals' normalization constraint, theresulting recurrence relation determines the current iteration's values for pin(III) and ui(n).Therefore, the modi�ed iterative method computes the ith iteration for the general termsas follows:pin(I)(�+ �) = pin�1(I)ui(n) + pin(III)
 + �ui�1(n+ 1)[pi�1n+1(I)�rp+ pi�1n+1(II)�p]pin(II)(�+ �) = pin�1(II)ui(n) + pi�1n (�)
 + �ui�1(n+ 1)[pi�1n+1(I)�rq + pi�1n+1(II)�q]pin(III)(�+ 
) = pin�1(III)ui(n) + �ui�1(n+ 1)[pi�1n+1(I)�sp+ pi�1n+1(�)�p]pin(�)(�+ � + 
) = pin�1(�)ui(n) + �ui�1(n+ 1)[pi�1n+1(I)�sq + pi�1n+1(�)�q]



18with the boundary conditions following the same procedure. The extra cost of implementingthis iterative method is in the added complexity of solving the recurrence relation on a periteration basis. This cost and the resulting improvement in the number of iterations toreach convergence is presented in this chapter's results section.2.1.3 Matrix-Geometric ApproachIn this section, we apply another numerical method based on the matrix-geometrictechniques, developed in [22, 53, 52]. Matrix-geometric solutions may exist for systemswith state space descriptions of the form (i; j), where i and j are countable and only jis unbounded. Certainly, our state space description for the restricted overlap vacationmodel conforms to these constraints, i.e. for the (n; S) state space, n is integer valued andunbounded, and S is countable and bounded. Therefore, we investigate whether or nota matrix-geometric solution exists for the restricted overlap model and how the techniquecompares to the equivalence approach applied in the previous two sections.The principal idea of the matrix-geometric method leverages the structural propertiesof the equations governing the system dynamics. The matrix-geometric property impliesthe existence of a matrix R such that~xn+1 = R � ~xn ; n � 0where ~xi = [pi0; pi1; � � � ; pij ; � � � ; piN ]T is the steady state probability vector for i.Considering our application, the balance equations from the previous sections can berepresented as a matrix quadratic equation. The �rst step is recognize the restricted overlapbalance equations can be expressed in matrix form asA0 � ~pn�1 + A1 � ~pn +A2 � ~pn+1 = 0 ; n � 2



19B0 � ~p0 + B1 � ~p1 + B2 � ~p2 = 0 ; n = 1C0 � ~p0 + C1 � ~p1 = 0 ; n = 0where the vector of state probabilities are de�ned as~pn = 2666666666664 pnIpnIIpnIIIpn� 3777777777775for n � 1 and ~pn = 2664 pnIIIpn �III 3775for n = 0. And, the matrices, A0; A1; A2; B0; B1; C0; and C1 are de�ned as:A0 = 2666666666664 � 0 0 00 � 0 00 0 � 00 0 0 � 3777777777775A1 = 2666666666664 �(�+ �) 0 
 00 �(�+ �) 0 
0 0 �(�+ 
) 00 0 0 �(�+ � + 
) 3777777777775A2 = 2666666666664 �rp �p 0 0�rq �q 0 0�sp 0 0 �p�sq 0 0 �q 3777777777775



20B0 = 2666666666664 0 �p0 �q�p 0�q 0 3777777777775B1 = A1B2 = A2C0 = 2664 
 ���(�+ 
) 0 3775C1 = 2664 �r � 0 0�s 0 0 � 3775Next, applying the matrix-geometric property, we get the following form for the generalequation: A0Rn�2 � ~p2 +A1Rn�1 � ~p2 + A2Rn � ~p2 = 0 ; n � 2Assuming the steady state solution exists and ~p2 is not identically zero, the equation abovecan be expressed as A0 +A1R+ A2R2 = 0and can be solved numerically. We solve the matrix equation by applying the followingrecurrence: R(i+ 1) = �(A0 +A2R(i)2) �A�11



21With the solution to the matrix, R, and the two previous unused boundary equations,the corresponding probabilities are generated and thus the performance metrics can bedetermined.As noted at the start of this chapter, it was our experience in developing a matrix-geometric solution to the initial model that the technique did not readily apply. Since weshifted to the vacation model de�nition, we did not further investigate what properties ofthe initial model de�nition resulted in the numerical di�culties.The details of how the solution to the restricted overlap vacation model using the matrix-geometric method performs in comparison with the application of the equivalence solutionmethods are the topic of the next section.2.1.4 ResultsIn the previous sections, three numerical solutions to the restricted overlap vacationmodel were presented. The �rst two were based on equivalence method and the thirdon matrix-geometric techniques. Now, we evaluate the accuracy and e�ciency of theseapproaches. The e�ciency of each approach is measured by the number of iterations toconverge within a given accuracy and the number of arithmetic operations performed inthe calculation. The following table outlines our �ndings with respect to the number ofarithmetic operations:In Table 2.1, n represents the depth at which the probabilities are truncated (n waschosen to be 40 in our examples). The table shows the modi�ed method has a per iterationcomplexity close to double that of the simple iteration. The iteration complexity of thematrix-geometric method is written as the sum of two components: a factor which isdependent on n and a constant which is the number of arithmetic operations needed to



22Method � � �Simple Iteration 16n 20n 9nModi�ed Iteration 36n 38n 19nMatrix-Geometric 12n + 160 16n + 192 -Table 2.1: Per Iteration Complexitycalculate R(i). Given our choice of n, the matrix-geometric method has a per iterationcomplexity similar to the simple iteration method.To comment on the e�ciency of each method for a given set of parameters, we need to seehow fast each method converges in combination with the arithmetic operation complexityof Table 2.1. In order to apply our model, we need to set the model parameters. At thispoint, we outline our methodology in selecting parameters. Our aim is choose a feasible setof parameters which represent current disk storage technology. We also want the model toexperience overlap. Accordingly, we consider the operating speci�cations of Small ComputerSystem Interface-2 (SCSI-2) [62] type devices, for example see [28], which currently o�era comparable capacity and performance to the general class of mainframe direct accessstorage devices (DASD, \disks" in IBM parlance), for example see [31, 34]. Note our choiceof parameters are not meant to re
ect any particular disk vendor but rather a set of feasible



23values which re
ect the current technology.The main parameters we utilize to derive our model parameters are the transfer speed,the rotational speed, and the orientation time. We assume the disk transfer rate is 5 MB/secand the rotational speed is 5400 rpm (which implies a full track transfer of 11.11 msec).We also assume a �xed orientation time of 6 msec. A cache transfer rate of 10 MB/sec isassumed. An overhead time of 1 msec and 0.7 msec is also assumed for the transfer setupof a block from the physical device and the cache, respectively. Therefore, given transferblock size, BLK, we set the averages a, b, and c as:a = 1 + 6 + BLK=5 msecb = 0:7 + BLK=10 msecc = 11:11�BLK=5 msecNote c is set to a full track minus the desired record transfer time. The staging is typicallyfrom the desired record to the end of the current track. However, we include a full track toaccount for any asynchronous background activity due to operations like write-backs fromNVS.The branching probabilities, p and s, are determined from three factors:� Read to write ratio� Miss probability� Cache write policyThroughout this chapter, we assume a 3:1 ratio of read to write requests. The missprobability is varied between 10% to 40% to demonstrate its e�ect on the response time.The cache write policy is assumed to be write-back, e.g. in IBM mainframe class diskcontrollers [33, 2], writes can be treated as DASD Fast Writes [33]. The write-back policy



24implies all write requests experience the service of stage II and we agglomerate the timeto do the asynchronous transfer to disk into stage III , as mentioned previously. Thus, theparameter, p, can be determined as the product of the miss probability and the probabilityof a read, 34 in our examples.Since the write policy is write-back and all read requests are followed by a staging period,the branching probability s is set to one. We consider this parameter setting as a reasonablemode of operation. It also increases the possibility of overlap by maximizing the hiddenactivity represented by stage III . If one wanted to model a write policy of write-through,where a write request only required a physical disk for the duration of a block transfer, theprobability s could be set accordingly. We limit our attention to s = 1 in the followingexamples.Now that we have outlined our assumptions for the values of the model parameters, wecan generate a set of results from the three solution techniques. Table 2.2 shows the numberof iterations needed for each method to reach convergence within a given error limit, ". Wede�ne the error as the maximum absolute value of the di�erence between pin(S) and pi+1n (S)over all n and S as de�ned in the previous sections.Table 2.2 demonstrates the e�ectiveness of the modi�ed method in reducing the numberof iterations to convergence versus the simple method. The matrix-geometric method is alsoshown to be a more e�cient solution than the simple method for the results in Table 2.2.Note, the e�ciency of the matrix-geometric method versus the modi�ed method is not asclear as the comparison with the simple method. For the purpose of this dissertation, weadopt the modi�ed method as a solution technique for the subsequent extensions of therestricted overlap model. We leave the further investigation between the modi�ed methodand the matrix-geometric solution as an open problem.



25
Parameters Method�; �a;�b; �c; p; s; " Simple Modi�ed M-G0:1; 7:78; 1:09; 10:33; 0:30; 1:0; 10�4 59 9 190:1; 7:78; 1:09; 10:33; 0:22; 1:0; 10�4 68 10 180:1; 7:78; 1:09; 10:33; 0:15; 1:0; 10�4 72 10 180:1; 7:78; 1:09; 10:33; 0:07; 1:0; 10�4 76 10 160:1; 8:56; 1:48; 9:55; 0:30; 1:0; 10�4 54 12 210:1; 8:56; 1:48; 9:55; 0:22; 1:0; 10�4 60 9 180:1; 8:56; 1:48; 9:55; 0:15; 1:0; 10�4 64 10 180:1; 8:56; 1:48; 9:55; 0:07; 1:0; 10�4 66 10 100:1; 9:34; 1:87; 8:77; 0:30; 1:0; 10�4 42 11 180:1; 9:34; 1:87; 8:77; 0:22; 1:0; 10�4 50 10 190:1; 9:34; 1:87; 8:77; 0:15; 1:0; 10�4 52 10 160:1; 9:34; 1:87; 8:77; 0:07; 1:0; 10�4 52 13 15Table 2.2: Iteration E�ciency



26In Figure 2.5, Figure 2.6, and Figure 2.7, we present the results of our analytic solutionand simulation at several test points. As discussed in the introduction, the simulation con-�dence level was 95% and the corresponding con�dence halfwidths are shown around eachof the simulation points. The three graphs illustrate the performance, in terms of averageresponse time, for block transfer lengths of 4KBytes, 8KBytes, and 12KBytes. Each graphhas four plots; one for each value of the branching probability, p (p = 0:07; 0:15; 0:22; 0:30as derived from the previously discussion). The analytical results and simulation points ap-pear to cross validate for the examples shown. Simulation points were run for every otheranalytical point with the analytical result falling within the simulation con�dence interval.In the next section, we relax the exponential constraint on the distribution of the servicestages.2.2 Restricted Overlap Vacation Model under General Assumptions2.2.1 Coxian EquivalenceIn an e�ort to extend the applicability of the exact solution to systems with servicetimes of general distributions, each server in the model can be represented by a two stagecoxian equivalent distribution [17]. The two stage coxian matches the �rst two momentsof a general distribution with a coe�cient of variation, Cv, greater than 1=p2. The coxianequivalent model is shown in Figure 2.8. We consider a state space description similar to theexponential case, (n; S), with an expanded number of service states, S 2 fIi; IIi; IIIi; �ijgwhere i; j 2 f1; 2g corresponding to the two coxian stages. Note the number of service statesincreased to 3 � 2+ 22 = 10 and, generally, a k stage coxian would result in 3 � k+ k2 states.Thus, the state space grows quite rapidly for a resulting representation of Cv's greater than
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Figure 2.6: Logical Device Performance with 8KByte Block Transfers, Simulationand Analytical Results for p=0.07,0.15,0.22,0.30
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Figure 2.7: Logical Device Performance with 12KByte Block Transfers, Simulationand Analytical Results for p=0.07,0.15,0.22,0.30



301=pk, i.e. the law of diminishing returns becomes evident in representing low variabilitydistributions.The two stage coxian is constructed from two exponential stages. Service begins with the�rst exponential stage and the second stage is entered with some branching probability. Theservice rates and branching probability can be determined such that the �rst two momentsmatch the desired general distribution. This leads to the service states, S, described above,where each exclusive (non-overlapped) server is in one of the two coxian stages and theoverlapped service must account for all combinations of overlap, i.e. II1 + III1 ) �11,II1 + III2 ) �12, II2 + III1 ) �21, and II2 + III2 ) �22.A new, expanded set of balance equations for the restricted overlap model can writtenfor the general case (n � 2) as follows:p(n; I1)(�+ �1) = p(n� 1; I1)�+ p(n+ 1; I1)�1rp(1� la) + p(n+ 1; I2)�2rp+p(n+ 1; II1)�1p(1� lb) + p(n+ 1; II2)�2p+p(n; III1)
1(1� lc) + p(n; III2)
2p(n; I2)(�+ �2) = p(n� 1; I2)�+ p(n; I1)�1lap(n; II1)(�+ �1) = p(n� 1; II)�+ p(n+ 1; I1)�1rq(1� la) + p(n+ 1; I2)�2rq+p(n+ 1; II1)�1q(1� lb) + p(n+ 1; II2)�2q+p(n; �11)
1(1� lc)p(n; �12)
2p(n; II2)(�+ �2) = p(n� 1; II2)�+ p(n; II1)�1lbp(n; III1)(�+ 
1) = p(n� 1; III1)�+ p(n+ 1; I1)�1sp(1� la) + p(n+ 1; I2)�2sp+p(n+ 1; �11)�1p(1� lb) + p(n+ 1; �21)�2pp(n; III2)(�+ 
1) = p(n� 1; III2)�+ p(n; III1)
1lc + p(n+ 1; �12)�1(1� lb)p+p(n+ 1; �22)�2p
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32p(n; �11)(�+ �1 + 
1) = p(n� 1; �11)�+ p(n+ 1; I1)�1(1� la)sq + p(n+ 1; I2)�2sq+p(n+ 1; �11)�1(1� lb)q + p(n+ 1; �21)�2qp(n; �12)(�+ �1 + 
2) = p(n� 1; �12)�+ p(n; �11)
1lcp(n; �21)(�+ �2 + 
1) = p(n� 1; �21)�+ p(n; �11)�1lbp(n; �22)(�+ �2 + 
2) = p(n� 1; �22)�+ p(n; �12)�1lb + p(n; �21)
1lcThe corresponding boundary conditions follow the same extension.The coxian equivalence approach appears to be an accurate representation of generaldistributions as shown in the following results section. However, as previously discussed,the applicability of this approach is limited by the variability which can be represented. Inthe following section, we consider an approximation technique which attempts to accountfor general distributions of service including lower variability. The method is an adjustmentof the results generated from the model based on exponential assumptions. Thus, it doesnot su�er from an increase in the state space description. We outline the distributionaladjustment approach in the next section. Then, we present some results on the accuracy ofthese two general variability approaches.2.2.2 Distributional AdjustmentA useful approximation of queueing systems with general distributions is the applicationof a distributional adjustment, analogous to the M/G/1 solution. The idea is to adjust theaverage queueing time, calculated under exponential assumptions, by a factor which ac-counts for the variability. This technique, outlined in [1], is based on empirical observationsof Allen and Cunneen, however [1] recognizes its formulation has been used by others.



33We start by assuming the existence of an underlying \exponential form" for the averagewaiting time, �Wq, of the restricted overlap solution. Next, we express the average waitingtime for the restricted overlap model with exponentially distributed service stages and withgenerally distributed service stages. Both are derived as an M/G/1 like adjustment of �Wqwhere the adjustment is a function of the coe�cient of variation of the service time. Thecalculation is as follows:�Wqexponential = �Wq � 1 + C2vexponential2 and�Wqgeneral = �Wq � 1 + C2vgeneral2) �Wqgeneral = �Wqexponential � 1 + C2vgeneral1 + C2vexponentialSince �Wqexponential can be generated using the methods previously developed, we can ap-proximate �Wqgeneral as shown above. The accuracy of this method is explored in the nextsection.2.2.3 ResultsIn this section, we outline some of our �ndings for the restricted overlap model undergeneral distributional assumptions for the service stages. In Figure 2.9, Figure 2.10, andFigure 2.11, we demonstrate the accuracy of the coxian equivalence and distributionaladjustment approaches. In each of the �gures, the x-axis represents the variability in thedistribution of stage I. The performance is measured in terms of the average response time.The four plots on each graph correspond to a varying arrival rate: 20, 40, 60, and 80 IOs/sec.For the given runs, the coxian method and simulation results cross validate withinthe coxian method's region of applicability, Cv 2 f1; 2; 3g. The distributional adjustmentmethod also appears to be e�ective in capturing the performance behavior for most of the



34coe�cient of variation points plotted (including the constant case). For high variabilityand high arrival rates, the adjustment method slightly overestimates the response timesas compared to the simulation. However, we have accurate coverage of these cases withthe coxian approach. Note, the appeal of the distributional adjustment technique over thecoxian equivalence method is the relatively simpler computational complexity. The \base"value for the distributional adjustment method is generated using the restricted overlapmodel under exponential assumptions. Thus, it is more e�cient since the state space ise�ectively 25 ths the size of the coxian equivalence.2.3 Shared DevicesIn many computer installations, it is quite common for processor complexes to sharestorage devices (as well as other peripheral devices), see Figure 2.12. Sharing disks is auseful means to provide common data to multiple processor complexes and, as an ancillarye�ect, increase their utilization. However, performance may be adversely a�ected if higherutilization leads to larger pending times. An I/O request experiences pending delays whenthe shared device appears free to the issuing system, but service cannot start. Some typicalcauses for pending delays arise when no pathes are available to the desired device or thedisk is busy on behalf of another CPU complex. We focus on the the e�ect of the latter asit applies to the restricted overlap model.A queueing model, which accounts for pending time under exponential assumptions, waspresented in [11]. A distribution for the pending time experienced by a single complex dueto \extraneous" activity is generated. We adopt a similar approach in order to representpending delays in the restricted overlap vacation model in a shared environment. In therestricted overlap model, we account for the pending times in a new stage, referred to as
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Figure 2.9: Logical Device Performance with 4KByte Block Transfers and Vari-ability in Stage I, Simulation and Analytical Results for p=0.07,0.15,0.22,0.30
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Figure 2.10: Logical Device Performance with 8KByte Block Transfers and Vari-ability in Stage I, Simulation and Analytical Results for p=0.07,0.15,0.22,0.30
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Figure 2.11: Logical Device Performance with 12KByte Block Transfers and Vari-ability in Stage I, Simulation and Analytical Results for p=0.07,0.15,0.22,0.30
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39stage IV , prior to stage I see Figure 2.13.The two stage coxian is constructed from two exponential stages. We calculate thedistribution of stage IV as the residual of the physical device busy time (I + III) times theprobability the device is found busy. As a heuristic, the physical device busy time is treatedas an exponential to facilitate the residual calculation.Figure 2.14, Figure 2.15, and Figure 2.16 show the e�ectiveness of this approach. Eachgraph has four curves corresponding to the branching probability, p = 0:07; 0:15; 0:22 and0:30. The method is quite accurate for higher cache hit rates, i.e. p = 0:07 and 0:15.As the probability of a request requiring a physical device increases and the arrival rateincreases, the approximation su�ers from a slight overestimate. Since the approximationfalls within the simulation con�dence intervals for the 4KByte block transfer size and beginsto overestimate for the 8KByte and the 12KByte blocks, the slight exaggeration may be dueto a distributional characteristic of stage IV which is lost with the exponential assumption.However, the model does capture the performance trend in average response times and weleave the resolution of the small di�erences as an open problem.In the next chapter, we draw on the techniques developed in this chapter and extendthem in order to represent a disk array storage architecture.
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Figure 2.14: Shared Device Performance with 4KByte Block Transfers, Simulationand Analytical Results for p=0.07,0.15,0.22,0.30
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Figure 2.15: Shared Device Performance with 8KByte Block Transfers, Simulationand Analytical Results for p=0.07,0.15,0.22,0.30



43

0

5

10

15

20

25

30

35

40

45

0 10 20 30 40 50 60 70 80

R
es

po
ns

e 
T

im
e 

(m
se

c)

Arrival Rate (IOs/sec)

"p_30_sim"
"p_30_an"

"p_22_sim"
"p_22_an"

"p_15_sim"
"p_15_an"
"p_7_sim"

"p_7_an"

Figure 2.16: Shared Device Performance with 12KByte Block Transfers, Simula-tion and Analytical Results for p=0.07,0.15,0.22,0.30



443. Modeling Disk Array PerformanceIn this chapter, we focus on extending the restricted overlap model to represent diskarrays utilizing a cached controller. A disk array is an I/O subsystem architecture whichorganizes a group of physical disks into a set of logical devices by distributing data across thedisks. The technique of striping or interleaving data over multiple disks [39, 59, 46] emergedas a solution to the increasing speed gap between secondary storage and processors. TheRAID (Redundant Array of Inexpensive Disks) architectures [38, 55, 56] further popularized(and stimulated the commercial interest in) disk arrays by utilizing many small disks,organized for performance and reliability.The need for tools and techniques which facilitate the understanding of the behaviorof complex systems, such as disk arrays, increases as these systems become more readilyavailable. Performance models can assist in the design, con�guration, and procurement ofdisk arrays. As expressed in the introduction chapter, analytic models are typically prefer-able to other techniques because of e�cient solution times, allowing multiple con�gurationscenarios to be evaluated.3.1 BackgroundThe RAID architectures as presented in [38] are categorized into �ve levels, RAID-1 through RAID-5. Each level positions the array construct at a di�erent point in thecharacterization space of cost, capacity, performance, and reliability. A complete taxonomyof the RAID levels can be found in [38] and we brie
y outline the levels as follows:� RAID-1 - mirroring complete disks. Dual copies of each disk are maintained.



45� RAID-2 - Hamming error code detection and correction. Data is bit-interleaved acrossa group of data disks and check disks.� RAID-3 - single check disk. Bit-interleaving of data, similar to RAID-2, with a singlecheck disk. By reducing the number of check disks to one, single faults can be toleratedby reconstructing data via parity.� RAID-4 - dedicated parity disk. The interleaving of data across disks is conductedwith a higher level of granularity than RAID3. This allows independent block transfersfrom multiple disk.� RAID-5 - rotated parity. Data and parity are striped across disks. This alleviates thesingle disk bottleneck of writes experienced by RAID-4.Since the introduction of RAID, the marketplace and literature has grown richly withvarious enhancements and alternative methods of developing disk array architectures. Someexamples are the parity striping architecture [27], EMC's Integrated Cached Disk Array(ICDA) [54], the TickerTAIP parallel RAID architecture [14], Network Appliance's NFSFile Server Appliance [29], and Iceberg from Storage Technology.In this chapter, the analysis focuses on a RAID-5 level disk array with a cached controller.We extend the idea of restricted overlap to account for the multiple spindles which comprisea RAID-5 device.3.2 Related WorkThe advancement of disk arrays has spurred the development of performance evaluationmodels. Previous work on analytic performance models of disk arrays, including RAID-5, have not accounted for the presence of a cached controller [43, 72, 15] or ignored theoverlapped service which exists between the cache and data staging [49].



46The model presented in [43] uses an approach based on fork-join queueing [3]. Themodel is a closed queueing system in which requests are generated by a set of processes; eachprocess generating a request upon the completion of the previous request. This type of modelis a better representation of scienti�c and time-sharing systems. As in the previous chapter,our approach considers an open queueing model, a closer representation to a transactionbased environment.A performance model of RAID-5 which accounts for the problem of write synchronization(the old data must be read in order to calculate parity) is demonstrated in [15]. The modelmaintains two request queues for each disk: one for read/write requests and one for parityrequests. Upon the start of any write request at the head of the read/write queue, a parityrequest is generated. The parity queue has higher priority to ensure that the parity requestis serviced as soon as possible since the corresponding write has already started. We assumethe presence of a controller with su�cient non-volatile cache storage to take advantage ofthe fast write I/O operation and thus deemphasize the write problem of the non-cachedenvironment modeled in [15].The model of RAID-5 in [72] utilizes a vacation server model to speci�cally analyzethe disk array in the presence of faults, i.e. the periods of time a disk is unavailabledue to failure. It represents three modes of operation: normal, degraded (single drivefault requiring data to be reconstructed from parity), and rebuild (complete spare driveis reconstructed to regain normal operation). The focus of the model is on an accuraterepresentation of the various modes of operation of a RAID-5 device and does not accountfor a cached controller or the periods of hidden activity.In [49], the authors consider a model that accounts for a disk array with a cachedcontroller. However, it is not clear how one might extend the model to represent the



47overlapped service of cache hits and staging of track information which our model tries tocapture. This model as well as the related work discussed to this point also tend to limittheir representation of disk arrays to a single logical device.An overview of how the current hard disk drive technology has shifted the original RAIDhypothesis of performance via the \I/O bandwidth" of many actuators to accenting the needfor a cached array is presented in [12]. In the next section, we extend the restricted overlapidea to model the behavior of a RAID-5 with a cached controller in an \MVS like" operatingenvironment.3.3 RAID-5 Model - Single Logical Device RepresentationOur approach to modeling RAID-5 is to consider the kernel model presented in chapter2 and extend the idea of restricted overlap in order to represent the added complexity ofa logical device consisting of multiple physical devices. Figure 3.1 shows an example ofa RAID-5 construct. For the purpose of our analysis, we assume a mapping of a largeenough granularity, e.g cylinder level, to restrict staging to a single physical drive. Westart by assuming the entire RAID-5 device forms a single logical device in order to testthe accuracy of our model in a controlled case where all requests are on behalf of the samelogical device, i.e. no interference.The queueing model shown in Figure 3.2 is used to model the performance of a RAID-5.As with the \classical" I/O model, the service of the desired data record is represented bystage I and stage II represents the cache service time. However, with a disk array, we nowhave two main new features:1. requests requiring service from a physical device are directed at one of D physicaldevices (where the RAID-5 device consists of D drives)
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Physical
Disk 1

Physical
Disk 2

Physical
Disk D

Logical DiskFigure 3.1: Schematic �gure of RAID-5 device2. requests requiring service from a physical device may also overlap with the staging ofphysical devices other than the one corresponding to the desired recordThis observation leads to a state description of (n; S) with the variable n representing thenumber of customers in the system and new set of service states S 2 fI; II; IIIi; �i; �jgwhere I 4= server station I is busy exclusivelyII 4= server station II is busy exclusivelyIIIi 4= server station(s) IIIi is (are) busy exclusively�i 4= server stations II and IIIi are both busy (overlap).
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 + p(n+ 1; I)�rp+p(n+ 1; II)�p+ p(n; �1)




50p(n; II)(�+ �) = p(n� 1; II)�+ p(n; �1)
 + p(n+ 1; I)�rq+ p(n+ 1; II)�qp(n; III1)(�+ 
) = p(n� 1; III1)�+ p(n+ 1; I)�s pD + p(n+ 1; �1)� pD+p(n+ 1; �1)�r pD + p(n; III2)2
p(n; �1)(�+ � + 
) = p(n� 1; �1)�+ p(n+ 1; �1)�rq + p(n+ 1; I)�sq+p(n+ 1; �1)�q + p(n; �2)2
p(n; �1)(�+ �+ 
) = p(n� 1; �1)�+ p(n+ 1; I)�spD� 1D + p(n+ 1; �1)�pD� 1D+p(n+ 1; �1)�rpD � 1D + p(n; �2)2
p(n; III2)(�+ 2
) = p(n� 1; III2)�+ p(n+ 1; �2)� 2pD+p(n+ 1; �1)�s2pD + p(n+ 1; �2)�2pDp(n; �2)(�+ � + 2
) = p(n� 1; �2)�+ p(n+ 1; �2)�q + p(n+ 1; �1)�sq + p(n+ 1; �2)�qp(n; �2)(�+ � + 2
) = p(n� 1; �2)�+ p(n+ 1; �2)�pD� 2D+p(n+ 1; �1)�spD � 2D + p(n+ 1; �2)�pD � 2Dwhere n � 2 and the boundary conditions can be written asp(0; �III)� = p(1; I)�r+ p(1; II)�+ p(0; III1)
p(0; III1)(�+ 
) = p(1; I)�s+ p(1; �1)� + p(1; �1)�r + p(0; III2)2
p(0; III2)(�+ 2
) = p(1; �1)�s + p(1; �2)�+ p(1; �2)�p(1; I)(�+ �) = p(0; �III)�p+ p(1; III1)
 + p(2; I)�rp+p(2; II)�p+ p(1; �1)
p(1; II)(�+ �) = p(0; �III)�q + p(1; �1)
 + p(2; I)�rq+ p(2; II)�qp(1; III1)(�+ 
) = p(0; III1)� pD + p(2; I)�s pD + p(2; �1)� pD+p(2; �1)�r pD + p(1; III2)2




51p(1; �1)(�+ � + 
) = p(0; III1)�q + p(2; �1)�rq + p(2; I)�sq+p(2; �1)�q + p(1; �2)2
p(1; �1)(�+ � + 
) = p(0; III1)�pD� 1D + p(2; I)�spD� 1D + p(2; �1)�pD � 1D+p(2; �1)�rpD� 1D + p(1; �2)2
p(1; III2)(�+ 2
) = p(0; III2)�2pD + p(2; �2)� 2pD + p(2; �1)�s2pD + p(2; �2)�2pDp(1; �2)(�+ � + 2
) = p(0; III2)�q + p(2; �2)�q + p(2; �1)�sq + p(2; �2)�qp(1; �2)(�+ �+ 2
) = p(0; III2)�pD� 2D + p(2; �2)�pD� 2D+p(2; �1)�spD � 2D + p(2; �2)�pD � 2DAs in Chapter 2, we apply a semi-numerical technique based on equivalence methods tosolve for the probabilities and ultimately derive the performance measures of interest. Theaccuracy of this model is outlined in the next section.3.3.1 ResultsIn this section, we outline the accuracy of the RAID-5 model treated as a single logicaldevice. Figures 3.3, 3.4, and 3.5 show the results of our approximation versus simulation.In these graphs, we consider a disk array consisting of six physical devices. The modelparameters are set to the same values as those in Chapter 2. We also assume a uniformaccess pattern across the disk array. Note \hot spots", in which the disk utilizations areskewed, can be represented by skewing the branching probabilities.The curves on each graph are generated for varying probability, p = 0:07; 0:15; 0:22 and0:30. Note that, in the examples shown, truncating the multi-server station at stage IIIto two stations is an e�ective approximation of the disk array performance, compared withthe simulation. For each of the examples, the simulation results demonstrated the number



52of active devices in the array was two or less for 98% of the simulation run time.In order to gain some more insight into the applicability of the two station approxi-mation, we considered an upper bound on the number of simultaneously vacationing stageIII server stations. We use a classical multi-server station queue with Poisson arrival rate,�p. The type q requests are ignored since they are serviced in parallel. Also, the stage Itime is ignored to facilitate our analysis. We consider this a valid assumption since we areinterested in bounding, from above, the number of simultaneously active staging stationsand the stage I time only decreases the parallel activity by allowing an opportunity for anyof the active devices to complete staging.Now, we can use the solution to a multi-server queue [1] to solve for the probability ofn in the system: pn = (�pc)nn! � p0for D � n > 1 and pn = (�pc)nDi�DD! � p0for n > D and where p0 = [D�1Xi=0 (�pc)ii! + (�pc)DD!(1� �pc=D)]�1Note for our parameter choices, pn is a rapidly decreasing function. From an engineeringperspective, potential trouble spots (in which the two station approximation may no longerbe e�ective) are avoided based on the following constraints on the parameter space:� practical arrival rates ) constrains � from growing too large� cache designs target relatively high hit rates to justify addition to the architecture )constrains p from increasing too high



53� increases in the average staging period, c, are constrained since trends in drive transferrates are increasingThus, given the feasible cache hit rates and the physical disk busy period distributions,the two station approximation appears to be reasonable. One can design a choice ofparameters which forces more simultaneous activity among the array devices. However,our experimentation shows such parameter choices leads to saturation and unreasonableresponse times.3.4 RAID-5 Model - Multiple Logical Devices RepresentationTypically, commercial RAID-5 con�gurations organize the array of physical disks as aset of multiple logical devices, see Figure 3.6. Each logical device of the RAID-5 architecturepresents the image of a \standard" device to the operating system. Thus, the underlyingdisk organization is transparent to the processor complex. This architecture di�ers fromthe previous section since a request for a particular logical device may now �nd the devicebusy on behalf of another logical device which maps to the same physical device. The delayis an external pending time similar to the delay described in Chapter 2 for shared devicesby multiple processor complexes.Since an I/O request for a given logical device, which maps to a particular physical disk,may be delayed due to activity on the same physical disk on behalf of another logical device,we introduce a new stage IV , similar to the shared devices case of Chapter 2. Stage IV ,described with a distribution, D, is added to account for this pending time. DeterminingD is not a straightforward task since one must evaluate the distribution of a residual basedon the activity of a physical device due to requests being serviced by the other logicaldevices. We avoid this complexity by approximating the distribution, D, as the residual of
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Figure 3.3: 4K block requests of RAID-5 (1 ldevs, 6 physical disks)
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Figure 3.4: 8K block requests of RAID-5 (1 ldevs, 6 physical disks)
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Figure 3.5: 12K block requests of RAID-5 (1 ldevs, 6 physical disks)
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Device LFigure 3.6: RAID-5 Device Partitioned into Multiple Logical Devicesan exponential generated using the device busy time and the probability the device is foundbusy. The queueing model is shown in Figure 3.7.
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593.4.1 ResultsIn this section, we outline the accuracy of the RAID-5 model partitioned into multiplelogical devices. As in the previous section, we consider a disk array with six disks. We alsoassume the RAID-5 device is organized as six logical devices. Figures 3.8, 3.9, and 3.10show the results of our approximation versus simulation. The approximation accuratelyfollows the performance trends, falling within the con�dence intervals.
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Figure 3.8: 4K block requests of RAID-5 (6 ldevs, 6 physical disks)
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Figure 3.9: 8K block requests of RAID-5 (6 ldevs, 6 physical disks)
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634. Multimedia Kiosks and Preliminary Sequence CachingAudio-video information-dispensing computers, known as kiosks, are becoming a popu-lar technology for businesses and government agencies. Kiosks o�er individuals a convenientmeans of information retrieval while reducing the demands placed on service organizationsby automating the answering of routine questions. Current computer kiosks have a broaddomain of utility, from generating a jobs listing in a California state o�ce to pavilion pre-views to one stop shopping. The success of multimedia will be driven by cost-e�ective,widespread applications, and kiosks provide users with a sample of the information tech-nology which will eventually become commonplace at work and in the home.Currently, kiosks are autonomous stations typically using analog signals for the presen-tation of audio and video information. This format is e�ective, however, it does not harnessthe potential of a digital format. In this chapter, we consider multimedia kiosk objects asdigital data, managed by an electronic library. The system architecture is distributed, wheremultimedia stations are networked in an application group and each group is connected tothe electronic library, see Figure 4.1. Thus, the management of the entire set of kiosksand multimedia objects are supported by the electronic library. For example, to updatean application group of kiosks with a modi�ed video sequence, a `librarian' could completethe modi�cation from a single electronic library client (workstation). In the autonomous,analog kiosks, a technician would have to visit the site of every station in order to physicallyupdate its media.Although the distributed architecture facilitates kiosk management, it su�ers from thecommon multimedia bottlenecks associated with storage performance and network band-width requirements. These problems are especially prevalent since each kiosk user expects



64real-time response at the stations. The current economics associated with large storage re-quirements and real-time delivery constraints of continuous media objects prohibits storinga local copy of all data at each multimedia kiosk. Therefore, some e�ort must be expendedon developing storage techniques [65].Rangan and Vin [57] have developed an e�ective technique for designing �le systemswhich support continuous media storage and retrieval. They also present a method formultiple media stream maintenance which is complimentary to the development of kioskgroups, as described in the next section. Little and Ghafoor discuss spatial and temporalcomposition of multimedia objects in an distributed framework [45]. The approach presentsa general taxonomy of distributed multimedia information systems which subsumes ourarchitecture by virtue of its generality. However, our goal is to provide some insight intothe performance expected in our real-time application. The kiosk application groups havesome speci�c simplifying constraints, discussed in more detail in the body of this chapter,which help isolate the analysis of the retrieval performance and clarify the e�ects of speci�cparameters. Otherwise, only a qualitative treatment, e.g. [63, 25], can be applied as thesystem dynamics become more complex. Other related research e�orts have concentratedon limited media forms, such as audio, e.g. the Etherphone project [70] which deals with theconsiderable task of processing voice samples. The Etherphone concept has been extendedto video [75] in a multimedia conferencing application, however, the video component issupported as an analog signal.In this chapter, we investigate the performance of maintaining a set of multimedia stubsin a cache which is local to each kiosk. The multimedia stubs are the preliminary partsof the audio-video sequences available to a particular kiosk station. In the next section,we describe the multimedia kiosk system architecture and the use of preliminary sequence



65caching (PSC) in more detail. In addition to storing the preliminary sequences at eachkiosk in an application group, the complete set of multimedia sequences of the applicationgroup are distributed among the kiosks. The use of distributed storage has the advantageof reducing contention at a single storage device. The distributed I/O architecture can alsoprovide high data rates when objects are striped across the storage units, see e.g. [38, 13,4, 73].The goal of this chapter is to present an approach to multimedia storage for the kioskapplication group architecture and evaluate its performance. We study an e�cient means ofservicing each kiosk group from an electronic library and then focus on the start-up latencyexperienced by users in a particular kiosk group. The start-up latency is the time betweenwhen the user requests a particular multimedia object and when \viewing" begins. Thistime is critical for user satisfaction and acceptance.The idea is to manage a storage hierarchy, similar to the \classical" cache architecturediscussed in the previous chapters. We utilize a cyclic servicing strategy to manage requeststo the electronic library. We also expand the techniques developed for the kernel restrictedoverlap model to guide our analysis of a kiosk application group. In the following sections,we outline the kiosk system architecture, an application description, a model of an electroniclibrary utilizing an optical disk jukebox with cyclic service of storage platters, an extensionof the restricted overlap model which represents the kiosk system, and �nally some results.4.1 System ArchitectureThe architecture of a single kiosk, see Figure 4.2, is composed of �ve main components:a graphical user interface (GUI), local storage, a multimedia presentation block (MPB), anetwork interface (NI), and a control block (CB). The GUI includes both a menu overlay



66for information navigation and the input mechanism, e.g. a touch screen. The local storageis schematically represented in Figure 4.2 as a disk. However, this \device" represents thelogical view of the storage hierarchy, encompassing the local cache and the multimediaobjects available across the kiosk group. The MPB includes the necessary techniques forbringing the stored multimedia sequences to the user, e.g. decoding compressed video. TheNI is the implementation of the protocol which provides data exchange between the kioskitself and the electronic library or other kiosks in the application group. Finally, the CBmanages the block interplay.The distributed multimedia system architecture can be divided into two main compo-nents, see Figure 4.1:� the electronic library� a kiosk application groupThe electronic library is an information system which manages both collections and catalogs.The development of electronic libraries stemmed from the desire to replace paper in largeresearch and administrative applications. The requirements for an electronic library wereoutlined in [26] and IBM o�ers the Image and Records Management (IRM) System whichwas designed to meet those requirements [36, 26].The electronic library, as viewed by the kiosk group, can be thought of as a tertiary orarchival store which maintains a kiosk group with a particular set of multimedia sequencesconstituting an application. Since the electronic library has massive collections, the costmust be controlled [48] by accepting reduced performance in a storage device such as anoptical disk jukebox. This excludes its use as a direct server of requests generated by usersat the kiosk stations. The electronic library's function is to con�gure the local storage ofeach kiosk in the application group and then let the group operate independently except



67for any multimedia object updates or a complete \overhaul" with a new set of applicationsequences. The idea is to provide interactive response to relatively small data sets, whichcan be staged to the kiosk group, and provide scheduled service to the full set of objectswhich are archived in the electronic library.In this chapter, we make use of the following kiosk characteristics which are derivednaturally from the application:� primarily read-only requests - the typical user only retrieves multimedia sequencesfrom the kiosk (loading the kiosk storage with data is reserved as an electronic librarytask or `superuser' task)� real-time service needs - when a request is made at a kiosk, the user expects immediateresponse� asymmetric compression - the primary function of the kiosk is playback of multimediasequences, therefore o�-line compression techniques may be applied to the sequencesin an e�ort to optimize compression (decompression must be supported in real-time)In the next section, we present a model of an electronic library utilizing an optical diskjukebox with cyclic service of storage platters.4.2 Electronic Library4.2.1 Modeling Cyclic Service of Optical Jukebox PlattersThe optical disk jukebox with cyclic platter service was modeled as a set of N queueswhere N is the number of platters in the jukebox, see Figure 4.3. Service of the active,or currently loaded, platter continues while its queue is not empty. Upon emptying theactive platter's queue (i.e. exhaustive service), the next non-empty queue is made active



68and a switch-over time is incurred. The additional switch-over time only contributes to theresponse time when a request is present for the next platter in the cycle of service.This represents the optimization of not loading a platter into the player if no requests arepresent for that platter when its turn in the cycle occurs. By introducing this optimization,we no longer have a simple expression for the switch-over statistics needed to directly applythe models of [5, 41, 66, 76]. Thus, we introduce a simple model assumption in an e�ort toapproximate the jukebox model. We start by introducing some notation.The following notation is used to represent the parameters in the system and will beused consistently throughout this paper unless otherwise noted:� �i - the Poisson process arrival rate at platter i� � and �(2) - the �rst and second moments of a general distribution representing thetime to service each request excluding the platter switching time� si and s(2)i - the �rst and second moments of a general distribution representing thetime to switch from platter i to platter i+ 1� �Xi = �X 8 i - the average number of requests queued for platter i (the expectednumber is the same for all i's due to the symmetry of our problem de�nition)� �Wi = �W 8 i - the average waiting time for each request queued for platter i (againdue to symmetry, the expected waiting time is equivalent for all i's)We assume the �i's are the generated from a single Poisson source, �, uniformly dis-tributed to each platter, i.e. � = NXi=1 �i= NXi=1 �N :



69The tra�c intensity at each individual platter and the overall intensity are de�ned as�i = �i � � and� = NXi=1 �i = � � �; respectively:Also, denote the expected total switch-over time in a cycle through all the platters ass = NXi=1 si :with corresponding second moment, s(2).If the switch-over times, in the given system, are zero (i.e. the time to swap disks isnegligible), the conservation laws apply. This means the total amount of work is independentof the choice of service order and service is nonpreemptive. Therefore, from Kleinrock [40],the following result holds, NXi=1 �i �Wi = � �W01� � (4.1)) W = W01� � 2 (4.2)where W0 = NXi=1 �i � �(2)2�= � � �(2)2However, assuming zero switch-over time for the jukebox model is overly optimisticsince the major time penalty incurred in the system is the time spent changing platters.Therefore, we must account for the switch-over times in order to realistically represent theoptical disk jukebox with cyclic platter service. Since no work is accomplished by the server



70during the switching times and we can change the number of switches to serve some set ofrequests based on our choice of scheduling, we can no longer service requests out of orderand expect the total work to be independent of that order. Thus, the conservation law nolonger applies when one accounts for the time to swap platters.Since systems with non-zero switch-over times fail to satisfy the conservation law con-straints, the results must be generalized to include such systems. The work of Boxma andGroenendijk [5] provides an elegant proof of the so-called pseudo-conservation laws appliedto cyclic service systems. The conservation law is generalized to include switch-over timesthrough the stochastic decomposition result,Vc distr= V + Y (4.3)where the left-hand side (l.h.s.) and right-hand side (r.h.s.) are equal in distribution andVc = amount of work in a cyclic service system at an arbitrary epochV = amount of work in a cyclic service system with zero switch-over times at an arbitraryepochY = amount of work in a cyclic service system at an arbitrary epoch in the switchingperiodThe proof of (4.3) is found in [5] which follows from the results developed in [24].Equation (4.3) leads directly to) �Vc = �V + �Y (4.4)= ��(2)2 � (1� �) + �Y (4.5)where the term, ��(2)=(2 � (1��)) comes from the zero switch-over time calculation in (4.2).Also note, with the same line of reasoning used to derive (4.2), [5] shows,



71�Vc = NXi=1 � �Xi + NXi=1 �i�(2)2� (4.6)= � �W + ��(2)2 (4.7)Here, �Vc is written as the sum of serving all outstanding platter requests at an arbitrarytime epoch plus the residual of completing service on a request found at an arbitrary timeepoch. Equations (4.5) and (4.7) generate the following expression for the average waitingtime of a platter request, �W = ��(2)2 � (1� �) + 1� �Y (4.8)Now, we are left with deriving an expression for �Y , the average amount of work in thecyclic service system at an arbitrary epoch in the switching interval. This is accomplishedby �rst considering �Yi, the average amount of work in the system at a single, arbitraryswitch-over period between platter i and platter i+ 1. Then,�Y = NXi=1Prfswitching from i to i+ 1 j switch occurringg � �Yi= NXi=1 sis �Yi (4.9)De�ne the following variable for k = 1 to N � 1:Ti�k = si�k + �i�k+1s1� � + Ti�k+1 (4.10)where Ti = 0Ti�k is an expression for the time it takes to complete service at queue i starting at theservice completion epoch of the kth previous queue's completion. In the equation, si�k isthe time to switch from platter i� k to i� k+ 1 (as de�ned previously) and �i�k+1s1�� is theaverage visit time at queue i� k + 1. With Ti�k , we can express �Yi as,



72�Yi = �s(2)i2si + N�1Xk=1 �i�k � Ti�k (4.11)The �rst term on the r.h.s. represents the average amount of work arriving in the systemduring the time left to switch-over from i to i+ 1. The second term describes the averageamount of work at the platter queues other than i at the epoch of completing i's service andthe start of the switch-over period. There is no need to consider the average work arrivingat platter i since our service strategy is exhaustive. Therefore, the average work at queue iwill be zero.From (4.9), (4.10), (4.11), and some algebra,�Y = �s(2)2s + s2 � (1� �)(�2 � NXi=1 �2i ) (4.12)Finally, from (4.8) and (4.12),�W = ��(2) + �(1� 1N )2 � (1� �) + s(2)2s 2 (4.13)This result from [5] could be applied directly to our system if the si's and s(2)i 's are known.However, given the dynamics of the system, these parameters are state dependent, wherestate is the current number of requests queued at each platter. So, we introduce a simplyingassumption which approximates the cycle time (de�ned in the next section) which leads usto an approximation of the optical jukebox performance.In the optical jukebox dynamics, recall that only when an actual swap occurs (i.e. thenext platter queue is nonempty) is a time penalty charged. Therefore, empty platters areskipped since there is no need to load them into the player. In order to account for thisoptimization in the analytic model, we assume that the average cycle time (de�ned below)is exponentially distributed. This assumption allows us to generate the probability that a



73request is pending in the next platter's queue and thus a switch-over time penalty will beaccessed.First, we derive the average cycle time, i.e. the average time to cycle through all platters,as follows: �C = NXi=1(ni� + si)where ni is the average number of requests served at platter i in a cycle. Therefore, applyingLittle's Law we get, �C = NXi=1( �C�i� + si)= �C�+ s) �C = s1� � (4.14)Now, we apply the assumption that the average time to cycle through the group ofplatters is exponentially distributed. This implies that the arrivals at each queue follow aPoisson process, i.e. Probfk arrivals at queue i in a cycleg = (�i �Ck=k!) � e��i �C and theprobability of some request on the next platter is 1� e��i �C .Therefore, the switch-over statistics, s and s(2) may be generated as follows:1. Select an initial value for s.2. Calculate �C = s1�� .3. Calculate the new value of s ass = ŝ NXi=1(1� e��i �C)= ŝ �N � (1� e� �N �C)4. Iterate back to 2 until a desired precision is reached.



745. Calculate s(2) as s(2) = ŝ(2) NXj=1 NXi=1(1� e��j �C) � (1� e��i �C)= ŝ(2) �N2 � (1� e� �N �C)26. Finally, use the values of s and s(2) to calculate the average waiting time given by(4.13).where we use the notation ŝ and ŝ(2) to represent the average switch-over time and thesecond moment of the switch-over time, respectively, given a change of platters occurs.4.2.2 ResultsSome representative results of the work described in the previous section are shown inthis section. Figure 4.4 demonstrates the advantage of the cyclic service strategy over �rst-come �rst-serve (FCFS) strategy and the accuracy of the proposed approximation schemefor optical disk jukeboxes of di�erent sizes (N).The following parameter values, chosen to realistically represent current optical diskjukebox technology, were assumed for all the simulation and approximation runs:� Switch-over Time (ŝ; ŝ(2)) - the time it takes to unload a platter when its requests areexhausted and load the next platter which has a request awaiting service ) 10-15seconds uniformly distributed.� File Service Time (�; �(2)) - the rotational latency, seek, and transfer time of a �le onthe currently loaded platter ) exponentially distributed with a mean of 23 seconds.� Arrival Rate (�) - the rate at which new requests enter the system ) varied from 1.2to 12.0 per minute (� is the horizontal axis of the graph).



75� Platter Count (N) - the number of optical disk platters in the jukebox ) chosen at100A discrete event simulation was developed to model the optical disk jukebox with theparameters described above. We simulated two service disciplines, FCFS and cyclic service.The FCFS simulation was a single queue model with service time equal to the �le servicetime if the previous request was for the same platter, or the �le service time plus theswitch-over time if the previous request was not for the same platter. The cyclic servicesimulation was modeled as a set of N queues. The requests were uniformly distributedto each queue. Therefore, each queue sees a Poisson arrival rate of �=N . Service of asingle queue (corresponding to the loaded platter) continues while the queue is full. Uponemptying that queue, the next nonempty queue begins service and a switch-over time isincurred.Figure 4.4 dramatically shows the abrupt degradation in average response time usingFCFS when arrivals reach a critical rate. High throughput levels cannot be sustaineddue to platter switches dominating the jukebox activities when accessed sequentially. Incontrast, the cyclic method of service degrades gradually as the request arrival rates increase.In the runs we examined, the approximation scheme appears to accurately represent thecyclic service behavior. The interested reader is referred to [44] for more data and furtherdiscussion regarding the approximation's e�ectiveness.We have shown a substantial performance gain, in terms of average waiting time, ofexhaustive cyclic service over a �rst-come �rst-serve strategy for servicing requests to anoptical disk jukebox in an archival application environment.In the next section, we outline an application characterization used to derive a syntheticworkload for the kiosk model. In the absence of some \real" traces, we use the application



76characterization as a reasonable approximation of a workload.4.3 Kiosk Application Group4.3.1 Application CharacterizationWe consider the application presented to the kiosk group with the hierarchy shown inFigure 4.5. The root represents the application running on the kiosk group. Each topicrepresents a major subject heading. The \leaf" level represents the set of video sequences(multimedia objects) which comprise the topic. We utilize this general organization to forma workload model whereby any access to a multimedia sequence falling under a particulartopic results in the preliminary sequence caching of the remaining sequences under the sameheading. Thus, the preliminary stubs of each sequence are staged into local kiosk memoryin expectation of some reference locality with respect to the topic. With the preliminarysequence stub local, the start-up latency can be reduced.The idea is best demonstrated through an example. Consider the environment of aninstitute of education: a university, high school, grade school, etc. As a supplement tothe courses, the library or learning center provides a kiosk application group from whichstudents can retrieve multimedia briefs on various topics related to the classes.For example, the root of the application hierarchy could represent a general discipline,e.g. Electrical Engineering. The topics could be comprised of various courses, e.g. Circuits,Signal Processing, Computer Architecture, etc. with the sequences corresponding to someclips pertaining to those course. Alternatively, the application group could correspond toa single course, Circuits, Devices, and Systems, allowing more detailed coverage of thetopics Ohm's Law, Op-Amps, Transistors, etc. Obviously, the depth of the tree could be



77expanded to cover both cases. However, we consider a workload of the form in Figure 4.5to characterize the input to our model.4.3.2 Kiosk ModelIn this section, we develop another extension of the restricted overlap model to representa kiosk group using preliminary sequence caching. A closed queueing model, shown inFigure 4.6, is considered in order to represent a typical user's behavior which is characterizedby � a period of think time,� a request for a particular multimedia sequence, and� viewing the sequence.The kiosk group is viewed as a logical device, similar to the disk array model of Chapter3. Accordingly, the server state descriptions, listed below, resemble those of the RAID-5model. The kiosk storage architecture maintains a PSC at each kiosk. Therefore, stage IIis expanded to a multiserver station similar to stage III of both this model and the diskarray model. The resulting server state descriptions are as follows:I 4= server station I is busy exclusivelyIIi 4= server station(s) IIi is (are) busy exclusivelyIIIi 4= server station(s) IIIi is (are) busy exclusively�ij 4= server stations IIi and IIIi are both busy (overlap).�i 4= server stations I and IIIi are both busy (new overlap)



78where i; j 2 f1; � � � ; Kg, and K is the number of kiosks that form the application group. AsK grows, the size of the state space becomes quite large. Therefore, we approximate thesolution by constraining i; j 2 f1; 2g. The accuracy of this approximation is assessed in thefollowing results section.Given our state description, the balance equations for the model can be written as:p(n; I)((K � n)�+ �) = p(n� 1; I)(K� n+ 1)�+ p(n; III1)
+p(n+ 1; I)�rp+ p(n+ 1; II1)� + p(n; �1)
p(n; II1)((K � n)�+ �) = p(n� 1; II1)(K � n+ 1)�+ p(n; �11)
+p(n+ 1; I)�rq+ p(n+ 1; II2)2�pp(n; II2)((K � n)�+ 2�) = p(n� 1; II2)(K � n+ 1)�+ p(n; �21)
+p(n+ 1; II2)2�qp(n; III1)((K � n)�+ 
) = p(n� 1; III1)(K � n+ 1)�+ p(n+ 1; I)�s pK+p(n+ 1; �11)� pK+p(n+ 1; �1)�r pK + p(n; III2)2
p(n; �11)((K � n)�+ � + 
) = p(n� 1; �11)(K � n+ 1)�+ p(n+ 1; �1)�rq+p(n+ 1; I)�sq+p(n+ 1; �21)2�p+ p(n; �12)2
p(n; �21)((K � n)�+ 2� + 
) = p(n� 1; �21)(K � n+ 1)�+p(n+ 1; �21)2�q + p(n; �22)2
p(n; �1)((K � n)�+ � + 
) = p(n� 1; �1)(K � n+ 1)�+ p(n+ 1; I)�spK � 1K+p(n+ 1; �11)�K � 1K+p(n+ 1; �1)�rpK � 1K + p(n; �2)2




79p(n; III2)((K � n)�+ 2
) = p(n� 1; III2)(K � n+ 1)�+ p(n+ 1; �12)� 2K+p(n+ 1; �1)�s2pK + p(n+ 1; �2)�2pKp(n; �12)((K � n)�+ � + 2
) = p(n� 1; �12)(K � n+ 1)�+ p(n+ 1; �22)2�p+p(n+ 1; �1)�sq + p(n+ 1; �2)�qp(n; �22)((K � n)�+ � + 2
) = p(n� 1; �22)(K � n+ 1)�+ p(n+ 1; �22)2�qp(n; �2)((K � n)�+ �+ 2
) = p(n� 1; �2)(K � n+ 1)�+ p(n+ 1; �12)�K � 2K+p(n+ 1; �1)�spK � 2K + p(n+ 1; �2)�pK � 2Kwhere K > n > 2. The boundary condition, n = K, has the same set of equations as abovewithout the \n+1" terms on the right-hand sides. Likewise, the boundary condition, n = 2,follows the same equations, with the following exceptions:p(2; II1)((K � 2)�+ �) = p(1; II1)(K � 1)�p+ p(2; �11)
 + p(3; I)�rq+p(3; II2)2�pp(2; II2)((K � 2)�+ 2�) = p(1; II1)(K � 1)�q + p(2; �21)
 + p(3; II2)2�qp(2; �11)((K � 2)�+ � + 
) = p(1; �11)(K � 1)�p+ p(3; �1)�rq + p(3; I)�sq+p(3; �21)2�p+ p(2; �12)2
p(2; �21)((K � 2)�+ 2� + 
) = p(1; �11)(K � 1)�q+p(3; �21)2�q + p(2; �22)2
p(2; �12)((K � 2)�+ � + 2
) = p(1; �12)(K � 1)�p+ p(3; �22)2�p+ p(3; �1)�sq+p(3; �2)�qp(2; �22)((K � 2)�+ � + 2
) = p(1; �12)(K � 1)�q + p(3; �22)2�qFinally, the boundary conditions for n = 0 and n = 1 are described as follows:



80p(0; �III)K� = p(1; I)�r+ p(1; II1)� + p(0; III1)
p(0; III1)(K�+ 
) = p(1; I)�s+ p(1; �11)� + p(1; �1)�r + p(0; III2)2
p(0; III2)(K�+ 2
) = p(1; �1)�s + p(1; �2)�+ p(1; �2)�p(1; I)((K� 1)�+ �) = p(0; �III)K�p+ p(1; III1)
 + p(2; I)�rp+p(2; II1)� + p(1; �1)
p(1; II1)((K � 1)�+ �) = p(0; �III)K�q + p(1; �11)
 + p(2; I)�rq+ p(2; II2)2�p(1; III1)((K � 1)�+ 
) = p(0; III1)�p+ p(2; I)�s pK + p(2; �11)� 1K+p(2; �1)�r pK + p(1; III2)2
p(1; �11)((K � 1)�+ � + 
) = p(0; III1)K�q + p(2; �1)�rq + p(2; I)�sq+p(2; �21)2� + p(1; �12)2
p(1; �1)((K � 1)�+ �+ 
) = p(0; III1)�p(K � 1) + p(2; I)�spK � 1K+p(2; �11)�K � 1K + p(2; �1)�rpK � 1K + p(1; �2)2
p(1; III2)((K � 1)�+ 2
) = p(0; III2)�2p+ p(2; �12)� 2K + p(2; �1)�s2pK+p(2; �2)�2pKp(1; �12)((K � 1)�+ � + 2
) = p(0; III2)K�q + p(2; �22)2� + p(2; �1)�sq + p(2; �2)�qp(1; �2)((K � 1)�+ � + 2
) = p(0; III2)�p(K � 2) + p(2; �12)�K � 2K+p(2; �1)�spK � 2K + p(2; �2)�pK � 2KThese equation are then solved using the semi-numerical techniques presented in Chapter2. The following section outlines some of our results.



814.3.3 ResultsIn this section, we evaluate the restricted overlap model as applied to the multimediakiosk application group. We also evaluate the e�ectiveness of preliminary sequence cachingon reducing start-up latencies for serving multimedia streams. Figure 4.7 and Figure 4.8demonstrate the kiosk start-up response time for varying arrival rates and varying numberof kiosks, respectively. The arrival rates, 0:05; 0:10; 0:15, and 0:20 IOs/min, of Figure 4.7are derived by considering multimedia streams of 20; 10; 623, and 5 minute lengths. Thegraph with a varying number of kiosks had a �xed per kiosk arrival rate of 0:10 IOs/min.We assume a 1 sec start-up latency for non-local sequences (stage I), a 12 sec latency forsequences in the PSC (stage IIi), and a 12 sec busy period for misses resulting in a PSCstaging period (stage IIIi). Five curves are generated for each graph, corresponding to adi�erent level of PSC locality (p = 0:1; 0:2; 0:3; 0:4, and 1:0). We include the p = 1:0 plotin order to compare the average start-up response when no preliminary sequence caching isused. In the examples shown, the use of preliminary sequence caching can lower the averagestart-up latency to delays which are less perceivable by the user.
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905. ConclusionsIn this dissertation, we have presented an analytical model which represents the re-stricted overlap of resources. The model was developed to analyze the constrained parallelactivity of service in modern cached I/O storage subsystems. A vacation model was utilizedto represent the restricted overlap behavior. We started with a kernel model developed un-der exponential assumptions, in which a logical device corresponded to a single physicaldevice and the e�ects of caching.The e�ciency of three solution techniques, two based on equivalence methods and onebased on the matrix-geometric method, was investigated. The �rst solution was generatedusing a simple iterative approach. Next, by calculating each iteration with more recentlyderived information (requiring some added some complexity), the \modi�ed iteration"demonstrated an e�ective speed-up over the simple iteration. We also studied a matrix-geometric solution to the restricted overlap model. Its e�ciency was shown to be similar tothe modi�ed approach. We note our approach to the matrix-geometric solution considereda straightforward matrix manipulation. The further investigation of more e�cient linearalgebra methods could be an interesting direction for future studies.Next, the restricted overlap model was extended to account for general distributions inservice. We applied two methods: a coxian equivalence and a distributional adjustmentapproximation. For the points analyzed, the trade-o� appears to be in the level of variationrepresented versus the level of computational complexity. The adjustment method is appliedfor lower variability since the coxian approach is not applicable. However, the addedcomplexity of solving the coxian method may be acceptable at higher variability in orderto generate a more accurate solution.



91Chapter 3 extended the restricted overlap model to represent a cached RAID-5 storagesubsystem. The model was applied to a disk array treated as a single logical device andmultiple logical devices. The restricted overlap model was shown to be an e�ective approachas validated versus simulation. Since our goal was to focus on the overlap behavior, we didnot represent path contention or any bu�ering which may occur along a path. It would beinteresting to include their e�ects in future extensions of the model.Other possible future research regarding the RAID-5 model could include characterizingperformance in the presence of \hot spots", degraded mode operation, and cache write-backpolicies. Hot spots occur when the access patterns to the array of disks become skewed. Asmentioned in Chapter 3, the model branching probabilities could be augmented to accountfor the skewed behavior. One of the characteristic features of the RAID-5 architecture isits ability to tolerate a device failure. However, the fault tolerance is derived from a datareconstructive procedure which leads to added device utilization. A future enhancement ofthe model could account for this added activity. Also, a more detailed analysis could beinvestigated for various write-back policies, as proposed by [74] for RAID cache destaging.Chapter 4 presents a multimedia kiosk architecture. We presented a model of anelectronic library with an optical disk jukebox utilizing cyclic service of the storage platters.The method is shown to be an e�ective service technique compared to a �rst-come �rst-serve strategy in which platter swap times dominate the jukebox activity resulting in poorperformance. A closed model extension of the restricted overlap model was applied to amultimedia kiosk application. The goal was to evaluate the e�ectiveness of preliminarysequence caching in reducing the start-up latency in multimedia object presentation. Itwould be interesting to extend the multimedia kiosk model to account for the overallsequence delivery including any further enhancements, e.g. platter caching at the electronic



92library level in the storage hierarchy.Finally, since the restricted overlap model is a general abstraction of the overlap behav-ior, it would also be interesting to study how the model might be applied to other problemsin computer engineering and, more generally, in operations research.
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