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4 CONTENTSAbstractThe Real-Time Environmental Information Network and Analysis System (REINAS)is a continuing engineering research and development program with the goal of designing,developing and testing an operational prototype system for data acquisition, data manage-ment, and visualization. This system is to support the real-time utilization of advancedinstrumentation in environmental science. Advances in continuous time measurements andimproved spatial resolution allow the monitoring and understanding environmental phenom-ena in much greater detail than has previously been possible. The system is also designedto support the retrospective use of integrated environmental data sets.The project is a multi-year e�ort of the Baskin Center for Computer Engineering andInformation Sciences of the University of California, Santa Cruz (UCSC), in cooperationwith environmental scientists from the Naval Postgraduate School (NPS), and MontereyBay Aquarium Research Institute (MBARI).The REINAS system has been designed for regional real-time environmental monitoringand analysis. It is a modern system, integrated into the Internet, for conducting interactivereal-time coastal air/ocean science. The database design of REINAS is independent of spe-ci�c database technology and is designed to support operational scienti�c needs throughputthe entire scienti�c data life-cycle. During the Spring 1994 �nal selections of the technolo-gies to be used in the prototype system were made, and detailed architecture of REINASand experimentation with subsystems for data collection, data management, processing,and visualization were started.On September 13 and 14, 1994, a major site review was held at UCSC and NPS forour O�ce of Naval Research and DOD sponsors. This report documents the status ofREINAS as it was presented at this review. It represents the mid-point of Phase IV { theExperimentation and System Veri�cation Phase.
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6 1. REINAS Introduction1. REINAS IntroductionThe Real-Time1Environmental Information Network and Analysis System (REINAS)was started in 1992 as a multi-year project. This report documents the �rst half of PhaseIV which mainly concerns Real-Time Experimentation and System Veri�cation. Much ofthe work was done by students during the Summer 1994.The REINAS System Design is described in the Phase III report [MLGL+94] which pro-vides a detailed description of the REINAS architecture, including the instrument support,data management and database design, load paths for data from instruments to storageand users, and the support for visualization. It also describes instruments, implementationdetails, and proposed uses.1.1 Project Objectives:The objectives of the REINAS project is to develop a prototype real-time system for� Data Collection� Data Assimilation� Data Display� Real-time Applicationsof in-situ and/or remotely-sensed environmental data.In the REINAS architecture, continuous real-time data is collected from a variety of dis-persed instruments and stored in a logically integrated but physically distributed database.An integrated problem solving environment is being developed to support visualization andmodeling by users requiring insight into historical, current, and predicted oceanographicand meteorological conditions. REINAS will support both single-user and collaborativescienti�c work in a distributed environment.The upper part of Figure 1.1 depicts the REINAS system and data ow, from instru-ments to users, in its ultimate implementation. In the current prototype, which is anintermediate implementation, REINAS operates as in the lower �gure. Full integrationof all data sources into the database, and full development of the API (Application Pro-gram Interface) connecting visualization directly to the database, are essential componentsrequired for realization of the ultimate REINAS system.1.2 Key Components:Unique to REINAS is its emphasis on regional-scale interactive real-time measurementand monitoring. The system and data management architecture are both designed toprovide members of the oceanographic and meteorological communities with the abilityto identify and visualize phenomena as they occur in real-time and to react to emergingphenomena and trends by recon�guring instruments at sites of interest. Applying suchcapability to environmental and coastal science is currently an area of considerable scienti�cinterest. Table 1.1 summarizes the REINAS key components and Table 1.2 the schedulefor the �rst three phases.1This chapter by P.E. Mantey



1.3. REINAS from a Meteorological Perspective 7
Figure 1.1: REINAS System Integration.1.3 REINAS from a Meteorological Perspective1.3.1 Collection of ObservationsCutting edge meteorology2 requires the use of widely varied observing systems suchas pro�lers, radars, high-frequency surface observations, as well as traditional surface andupper-air observations. Currently these systems are separate displays in operational settingsand only brought together after considerable e�ort in research settings. REINAS solves thisproblem by providing a uni�ed database for all types of observations.1.3.2 Diagnosis of Current Atmospheric StructureOperational meteorologists need tools to determine the current state of the atmosphereto make forecasts and research meteorologists need tools to determine the dynamic rela-tionships for particular situations. Good diagnosis requires the display of all types of ob-servations plus model renditions of the atmosphere in a convenient manner. REINAS doesthis by providing visualization tools that are capable of displaying observations, analyses ofobservations and models in a common display.1.3.3 ForecastingOperational meteorologists of all types require the ability to predict the state of theatmosphere in the future. Present numerical prediction models do an excellent job forthe larger scales of motion in the atmosphere but are incapable of predicting details onthe smaller scales. While good models exist that may be capable of such prediction,they have not been run in real-time. REINAS addresses this requirement by providing2This section by Wendell Nuss, NPS



8 1. REINAS IntroductionKEY COMPONENTS OF THE REINAS PROJECT� Data Acquisition{ Real-Time Instruments{ Variable and High Data Rates{ Automated Support for Instrument Calibration and Data Quality Checking{ Support for Distributed and Diverse Sensors{ Signal Processing{ Data Compression� Distributed Real-Time System Architecture{ Modular{ Extensible{ Portable{ Support Operational Users{ Reliable (Fail-Soft) Data Integrity� Support for Feedback Control of Sensors{ Mobile Platforms{ Variable Data Rates{ Instrument \Steering"� Computer Networks Linking{ Instruments - Databases{ Users� Real-Time Visualization{ \Now-Casting"{ Visualization from Database(s){ Fusion of Data from Measurements and Models{ Retrospective Analysis supporting Real-Time UsesTable 1.1: Key Components of the REINAS Project.a numerical model that can be run in real-time to make short range predictions of small-scale circulations.1.4 Results from Year's 1 and 2 Studies1.4.1 Naval Postgraduate School M.S. Theses as part of REINAS1. Michael Foster - Evolution of Diurnal Surface Winds and Surface Currents for Mon-terey Bay2. Robert Round - Climatology of Monterey Bay Sea-Breeze



1.4. Results from Year's 1 and 2 Studies 9REINAS SCHEDULE� May 1992 { Start of REINAS Project { Phase I{ Concept Design and Documentation{ Characterize: Instruments, Data, Users and Uses of REINAS System{ Create Project Plan{ Assemble Sta�{ Evaluate System Technologies{ Develop Preliminary Architecture� January 1993 { Begin Phase II{ Detailed Requirements De�nition{ Prototype Evaluations of Key Components{ Re�ne Architecture{ Develop Preliminary System Design� July 1993 { Begin Phase III{ Detailed System Design{ Prototype Implementation{ Development of REINAS Instrument Network{ Connection of Real Instruments{ Data Feeds from Other Instruments (MBARI, NPS, NOAA, etc.){ Addition of More Instruments{ Database Design{ Implementation of Data Load-Paths{ Advanced VisualizationTable 1.2: Schedule of the REINAS Project's First Two Years.3. Emil Petruncio - Characterization of Tidal Currents in Monterey Bay from Remoteand In-Situ Measurements4. Pat Cross - A Comparison of Modeled and Observed Ocean Mixed Layer Behavior ina Sea Breeze Inuenced Coastal Region5. Michael Knapp - Synoptic-Scale Inuence on the Monterey Bay Sea-Breeze1.4.2 Key Preliminary Science Results1. Horizontal ow of air in the Monterey Bay often shows a convergent ow into themouth of the bay (northwesterly to north and southwesterly to south). This ow thenturns to ow primarily down the Salinas Valley.



10 1. REINAS Introduction2. Horizontal surface wind patterns have considerable diurnal variability.3. Sea-breeze at Ft. Ord has 6 distinct patterns of diurnal variation. These range fromlittle identi�able diurnal variation to abrupt onset of an intense sea-breeze.4. Diurnal wind variations in the Monterey Bay have a measurable impact on the oceancirculation in the bay.5. Diurnal variation of the winds in the Monterey Bay region is controlled by the large-scale pressure gradient and the diurnal variability of the boundary layer structureand stability. Large scale pressure gradient sets the maximum wind speed that canbe achieved in afternoon. Boundary layer stability changes from night through theday to allow vertical momentum mixing to produce the observed afternoon surfacesea-breeze.1.5 Meteorological Science ObjectivesThe overall NPS science goals for the REINAS project are:1. to better understand the interaction of the large-scale ow, the thermally driven sea-breeze, boundary layer processes, and the complex orography of Monterey Bay inproducing the observed mesoscale atmospheric circulations in the Monterey Bay andadjacent coastal zone;2. to develop in conjunction with UCSC an observing network of both surface and upper-air observing systems capable of de�ning the three dimensional mesoscale circulationsover the Monterey Bay region;3. to collaborate with UCSC in developing meteorologically relevant visualization toolsthat can be used to study circulations in the Monterey Bay region as well as moregeneral meteorological applications;4. to develop mesoscale modeling and data assimilation tools that can be used to helpanalyze and forecast small-scale structures by blending asynoptic, high frequencyobservations together with an appropriate numerical model.Some speci�c scienti�c objectives are:1. to characterize the nature of the mesoscale circulations in the Monterey Bay regionunder a variety of large-scale ow patterns in order to understand how the large-scaleow interacts with the local topography;2. to understand the dependence of the observed diurnal variability of the surface windson the larger scale thermal forcing from the California Central Valley and on the localthermal forcing across the immediate coastline (continent-ocean circulation versusmesoscale sea-breeze);3. to understand what produces the convergent ow into the Monterey Bay region andhow it is driven diurnally;4. to describe and understand the variations of the boundary layer stability and inversionheight as they relate to large-scale forcing and local circulations;5. to understand how clouds impact/drive the diurnal circulation.



112. REINAS InstrumentationThe REINAS1 system has been designed to accommodate data from a variety of datasources. It must be able to accept data from many diverse sources at greatly varying rates.Sampling periods may be as short as �ve second (e.g., surface Met stations) or as long asone hour (e.g., vertical wind pro�ler or CODAR in long-term averaging mode). Instrumentinterfacing hardware will also vary greatly. Some instruments, such as surface MET stations,will provide relatively primitive interfaces (e.g. a generic datalogger). Others may interfaceto REINAS using modern microcomputers.The typical REINAS instrument is a surface weather station or radar such as the CO-DAR or vertical wind-pro�ler. Despite di�erences in instrument speci�cs and manufacturer,these instruments can be and are usually con�gured to output data and accept commandsthrough a generic serial interface. Typically, this interface is connected to an automatedstorage device or dial-up modem, but by connecting the instrument instead to a localREINAS microcomputer which itself is networked in some fashion to the Internet, a genericand exible connection that enhances the utility of these remote instruments is created.REINAS has experimented with sample periods as small as one second and generatingaveraged datasets for archival with temporal resolutions of one minute. At present we do notsample any instrument faster than 5 seconds. Physical limitations in some instrumentationmakes this impossible. Typical sample rates for REINAS sites is 10 seconds, other sites, 1minute to 1 hour.2.1 MET Stations:A typical REINAS MET Station is distributed by Campbell Scienti�c and consists of:� R.M. Young Wind Monitor� Vaisala Pressure Transducer� Vaisala Temp./Humidity probe� Tipping Bucket Rain Gauge2.2 CODARCoastal Ocean Dynamics Applications Radar (CODAR) is a remote sensing systemdeveloped by the Wave Propagation Laboratory (WPL) now known as the EnvironmentalTechnology Laboratory (ETL), which is part of the National Oceanic and AtmosphericAdministration (NOAA). The basic principle of CODAR is that radar energy in the high-frequency band (3 - 30 MHz) is resonantly backscattered from the ocean surface by surfacewaves that are half the radar wavelength [Cro55].Because the resonance is due to reection from surface waves of a known wavelength(one half the wavelength of the incident radar wave), the phase speed of the reecting oceanwave is known precisely. Reected energy received back at the radar site is Doppler-shiftedin frequency by an amount equal to the contributions from waves traveling toward andaway from the radar plus the contribution from the background current �eld upon which1Chapter by Dan Fernandez



12 2. REINAS Instrumentation
Figure 2.1: Example CODAR results: Mean CODAR-derived current and meanwind �elds for 1600 PDT in September 1992.the waves are traveling. Removal of the known wave contributions provides a remotelysensed measurement of the surface current [BEW77], [BLC85]. The depth extent of themeasurement depends on the depth of current inuence on the reecting surface waves.The depth range is estimated to be con�ned to the upper 1m of the water column.Currently, newer versions of CODAR (called SeaSondes) are connected to the REINASsystem from Long Marine Lab and Point Pinos. The older CODAR at Moss Landing willbe connected by 12/1/94. The multiple CODAR sites in the Monterey Bay area permitexcellent coverage of the ocean surface currents within the Bay and beyond the mouth ofthe Bay.2.3 Radar Wind Pro�lerThere are two radar wind pro�lers owned by the Naval Postgraduate School that arelocated at Fort Ord. One operates at 404 MHz and the other operates at 915 MHz. Bothsystems broadcast three beams from which a vector is calculated to determine the actualspeed and direction of the wind. The newer 915 MHz system o�ers vertical resolution assmall as 60 meters and a maximum height of 3 to 5 km.In addition to these wind pro�lers, NOAA leased three of their own to REINAS forspring-summer 1994. These pro�lers (also operated at 915 MHz) were located at Hollister,Fort Ord, and Long Marine Lab. The Long Marine Lab pro�ler will remain there untilSeptember, 1995. The Point Sur wind pro�ler and the Long Marine Lab wind pro�ler wereconnected to the REINAS system so that their data was accessible in real time.2.4 Other Miscellaneous Data Sources� Acoustic Doppler current pro�lers (ADCP)� CTD



2.5. Oceanographic Applications of REINAS 13� Sea temperature from land sites� Wave data from NOAA buoys� LIDAR� SODAR, sonic anemometer� Satellite data: GOES, AVHRR, SEAWIFFS� NEXRAD2.5 Oceanographic Applications of REINASREINAS applications for oceanography in Monterey Bay may include: research appli-cations, search/rescue applications, operational use of real time data, and the developmentand test of new forms of instrumentation.An important factor in making data useful is the validation of instruments against eachother. For example, we plan to compare data that has been collected or will be collected fromthe following instruments. More details may be found in the Phase III Report [MLGL+94].� CODAR Seasondes� Marconi OSCR� Stanford / U of M / ERIM HF Radar� LIDAR - Wind Pro�lerREINAS is already a useful platform for instrument veri�cation, calibration, and com-parison. A basic suite of MET stations, CODARs, and wind pro�lers has been connectedin \real time". Rich data sets are just now becoming available to us and our partnerinstitutions. New instruments will continue to be added to the basic network.2.6 Portable Meteorological StationThe development of \Port-a-Met" was completed late in June 1994. This movableMET station has a radio link to UCSC, thus providing real-time access to remote, butportable instrumentation. It is a portable battery-powered MET station and REINAS PCarchitecture which is linked to the ethernet via half-duplex 9600 baud radio modems fromTeledesign. Port-a-Met was demonstrated during the ONR site visit on September 14, 1994.Plans are currently underway to deploy Port-a-MET on the R/V Pt. Sur, for an extended10 day trip in the Monterey Bay sanctuary area. The trip begins on 11/7 and runs through11/16. Another plan is to refurbish a weather station on the MBARI research vessel Pt.Lobos, and link it to the Internet via MBARI's existing microwave ship-to-shore link.



14 3. Advanced Visualization3. Advanced Visualization3.1 BackgroundThe visualization1 component of REINAS is designed to meet the various needs ofits users as identi�ed in the REINAS Phase Reports [MLP+93],[MLGL+94]. The high-lights of the visualization system include: an integrated interface for users to get to theirthree-dimensional time-dependent data; support for real-time monitoring and retrospectiveanalyses of model and sensor data; extensible system to explore di�erent ways of visualizingdata; and support for collaborative visualization among geographically dispersed scientistsand data sets.The present status of the program was shown in a live demonstration at the September13, 1994, ONR meeting and a video tape has been prepared to show visualization highlights.To date the program has taken approximately 5 student years of work. The code size isapproximately 40K lines of C code. Development and testing is done on SGI platformsusing IRIS GL.The longer term plan is to port the visualization program to OpenGL, a window andplatform independent version of IRIS GL. The graphics functions are left pretty intact anddi�erent library functions are provided for dealing with di�erent window and mouse events.Several vendors have already signed on to develop and support OpenGL applications ontheir platforms. The list include SGI, IBM, DEC, and MicroSoft. Although some vendorshave already released OpenGL, we are waiting for it to stabilize before doing our conversion.REINAS Visualization is organized into three modes: Monitor, Forecast and Analysiscorresponding to the needs of the three main groups of users. We now report on the featuresand current status of each mode.3.1.1 Monitor ModeIn the monitor mode, users can watch the most current state of the environment. SeeFigure 3.1. Users have a bird's eye view of the region of interest. Environmental sensorsare represented by simple icons. Users can select one or more icons to monitor the readingsfrom those sensors. Selection of sites can be done by clicking on the icons or by clickingon the items in the pulldown menu. Users have the option of obtaining a qualitative (seeinterpolation below) or a quantitative view. For the latter, a popup window is provided foreach selected site. Users can then select the �eld parameter they want plotted.At present the system can get data and display the most recent sensor data from boththe Xmet and Oracle servers. Present sensors include: �xed and portable Met stations,wind pro�lers, CODAR, and ADCP. Work is planned to include other sensor data such asship tracks, seal tracks, LIDAR, and others. At present model data is not available togetherwith observation data in this mode. Retrospective sensor data query and display is also notcurrently supported except for those available through �les.1This chapter by Alex Pang



3.1. Background 15

Figure 3.1: View of the Monterey Bay showing three sensor locations and aninterpolated humidity �eld from a subset of these sensors.3.1.2 Forecast ModeOperational forecasters will want to look at standard products from forecast models,satellite observations, and generate standard products frommodel output e.g. height againstvorticity, humidity, and temperature. They can also generate customized products e.g.di�erent projections, di�erent contour spacing, and heights. One can register and overlayobservation data with products. (e.g. wind barbs, animated goes images).Figure 3.2 shows a typical forecast product. Users can customize forecast productsaccording to their needs. For example, user-speci�ed contour spacing, user-speci�ed pressureheight, etc. These parameters can be speci�ed textually or with sliders. One can watchsensors individually in textual form or time charts as data come in, and interpolate sparsesensor data.3.1.3 Analysis ModeMost of the visualization e�orts have been concentrated in this mode. It allows usersto explore large data sets interactively using di�erent visualization techniques. It is alsoextensible and can easily grow with users' needs.Spray Rendering: We provide users with the metaphor of spray painting their datasets as a means of visualizing them [PS93, PAFW93]. In its simplest form, data are paintedor rendered visible by the color of the paint particles. By using di�erent types of paintparticles, data can be visualized in di�erent ways. Figure 3.3 shows the interfaces availablein analysis mode as well as illustrate some of the possible visualization methods.
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Figure 3.2: Sample forecast productSpray is similar to other modular visualization environments (MVE) like AVS, Explorer,Data-explorer, in terms of extensibility, modularity and drag and click interface[PW95].Spray di�ers in terms of execution ow (active agents vs data-ow) and �ner granularity(making it more exible). Spray is a research system that is continuously evolving. Cur-rently, it works with rectilinear grids only and does not utilize database API calls yet. It isstill unoptimized in that it does not exploit parallelism.The key component of spray rendering is how the paint particles are de�ned. They areessentially smart particles (or sparts) which are sent into the data space to seek out featuresof interest and highlight them. Among the advantages of this visualization framework are:grid independence (sparts operate in a local subset of the data space and do not carewhether data is regularly or irregularly gridded), ability to handle large data sets (spartscan be \large" and provide a lower resolution view of the data set or they can be \small"and provide a detailed view of an area of interest), extensible (it is easy to design newsparts). Sparts can also travel through time-dependent data sets.Region Selector: Originally, the design of the visualization component assumed thatthe physical scale of study would be comparable to the Monterey Bay. This has sincebeen expanded, at the request of some of our users, to a larger area. We have added twomechanisms to allow users to navigate through the larger space. The �rst method allows theuser to zoom in/out and pan around using a combination of mouse and button selections.This is desirable for looking at regions close to the current area of study. The secondmethod provides a tool for selecting a region of interest from a 3D globe. This method ispreferable when the user wants to jump around and look at geographically distant data sets.It allows REINAS visualization to examine registered data sets from di�erent localities. It
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Figure 3.3: Analysis mode interfaceis user de�nable preset regions of interest. One can select projection method and verticalexaggeration.Related Research Areas:� Uncertainty visualization.� Collaborative visualization.� Virtual reality interface for scienti�c collaboration.� Integration of visualization and database e.g. to handle very large data sets; spatial/temporal queries.� Multi-platform extension (OpenGL) and GUI issues.� Data assimilation for integration of model and observation data.� Parallelization and e�ciency issues.� Irregular grids.3.2 Visualization Programming and Spray RenderingMix and Match2 provides users with the ability to graphically create new sparts bymixing and matching di�erent spart components [PA94],[PA95]. The components areorganized into four categories that reect the stages of the particle nature of the sprayrendering model used to achieve the visualization techniques.2This section by Naim Alper



18 3. Advanced Visualization1. Target behavior functions are feature detection components. They usually test to seeif a condition is satis�ed at the current location of the spart.2. Visual behavior functions are the key visualization components. They are responsiblefor the conditional output of the visualization objects.3. Position functions update the current position of the spart. These can be absolute ordependent on the data as in vector �elds.4. Death functions determine when the spart should die. There is also a birth functionin this category that spawns new sparts.A spart composition is the speci�cation of the components that make up the spart andthe connections between them. Users can select components from a browser, drop it ontoa canvas and graphically connect them. This composition de�nes how the spart behavesat the current location. The compositions and the components are usually quite simple.However, complex visualizations can be obtained by multiple uses of multiple sparts.The exploratory aspect of the visualization has been emphasized by using the spraycan metaphor of spray rendering to launch the sparts and interact with the data set.Visualization is incremental and the result of direct interactions with the data set. Bycontrolling how and how often the sparts are launched and when the visualization objectsare updated many di�erent interactions can be achieved. For instance, a spart could beused in a probe like interaction where the visualization objects and the scene are updatedafter each delivery. This allows interactive exploration of the data. The same spart canbe used in ood mode where the visualization objects are generated at grid nodes. This isuseful when the visualization objects are continuous as in an iso-surface.The system is extensible so that new components can be added to it by writing C code.The integration of this component into the system is facilitated by a con�guration manager.3.3 Collaborative VisualizationIn the collaborative mode3, a number of participants can contribute in the creation ofa visualization product over the network[PWG95]. There are several components that areneeded to make this feasible: session manager, sharing data/cans, oor control, multiplewindow, audio/video support, di�erent collaboration/compression levels.The session manager is a piece of software that maintains a list of ongoing sessions andthe participants in each session. A session consists of a group of participants working on acommon theme or problem. Participants may join or leave the session at any time. Thus,the session manager needs to inform the application programs of any changes so that tra�cdelays are minimized and also late comers may easily catch up with what is going on.Users can collaborate at di�erent levels. Sharing can occur at the image (visualizationproduct) level, spray can level (abstract visualization objects { AVOs) or data stream level(e.g. �les). At the image level, participants can see what the other participants see andmay perhaps be able to change view points. At the can level, participants have access to alist of public spray cans put up by other participants. Using these public cans will generateAVOs from the remote hosts and distributed to other participants. Users may also givepermission to other participants to have direct access to data streams and replicate thoseon local machines for faster response times.3This section by Tom Goodman
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Figure 3.4: Collaborative visualization. The larger view shows what the localuser is viewing. The small views show what the collaborator is looking at. The\eyeballs" show the locations of the viewers.In single user mode, users can create multiple cans but can control only one can at atime (limited by the number of input device { mouse). With multiple users and sharing ofspray cans, it is possible that more than one user want to use a particular spray can. Floorcontrol software regulates the use of spray cans. Figure 3.4 shows how the two views arepresented on the screen.Just as users can have local and public spray cans, they can also have local and publicwindows. Users work in their local window and may once in a while look at the publicwindow to see what others are doing. The public window is also where one might do abroadcast as in during a brie�ng mode to show other users an item of interest.Since participants are assumed to be geographically distributed, it may be di�cult toget a point across, or try to get the attention of other participants by simply movingthe cursor around. It is therefore necessary to include audio/video tools to help facilitatecommunication.The di�erent levels of collaboration also implies di�erent requirements for compression.Tradeo�s will have to be made between graphics workstation capabilities, network band-width and compression levels. Objects that need to be transmitted can either be images,AVOs (together with can parameters and other transformation matrices), or �les.3.4 Visualization of UncertaintyMeasured4 environmental data have inherent uncertainty which is often ignored invisualization. Radar, light, and sound are used to remotely sense physical phenomena, butbecause of instrument limitations the measurements are approximate. We have developed4This section by Craig Wittenbrink



20 3. Advanced Visualizationnew vector glyphs, or icons, to visualize uncertain winds and ocean currents[WSF+94].Our approach is to include uncertainty in direction and magnitude, as well as the mediandirection and length, in vector glyph plots. We examine three data sources: meteorologicalstations, doppler radar wind pro�lers, and doppler radar ocean surface current radars, andcompare our glyphs to traditional ones.Meteorological stations measure wind with an anemometer and vane, and the accuracy isgood, but to compare winds frommany sites, winds are often averaged over minutes or hours.The variation during an hour is an uncertainty in time. Often the sparsely located sites areinterpolated, which adds a derived uncertainty in space. A similar processing method is usedwith the radars. Each radar{wind pro�ler and ocean current radar{take a volume samplewhich averages the returns. The time series data has a wealth of information, which may beexamined in detail, but is not used in the vector visualizations. Wind pro�lers have weakscattering from dry air, and measurements are also inuenced by airplanes and migratingbirds [WoRSR+94]. Ocean surface current radars have varying performance depending onthe ocean conditions. Current methods of display simply threshold or ignore uncertainvector component measurements.We illustrate how visualizing vector deviations allows users to more accurately interprettheir data when uncertainty increases with distance from a measurement. We show severalmeteorological station sites (cones and cylinders) and regularly interpolate a vector �eldfrom those sites' winds, without uncertainty, Figure 3.5, and with uncertainty, Figure 3.6.We use both qualitative and quantitative methods to evaluate our glyphs. We plan toperform comparison tests with experts{meteorologists and oceanographers{and see whichgraphics are most e�ective in discerning patterns in the data. Trends in the uncertaintywill be tested by user evaluation, using control patterns and measured data. We also planto evaluate the data ink maximization, where the information density is compared. Wehope to show that visualizing uncertainty enhances understanding of the continuous rangeof data quality[PFN94].
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Figure 3.5: Interpolated winds over the Monterey Bay region looking south-eastnear Santa Cruz, on a regular grid using vector glyphs.

Figure 3.6: Interpolated winds over the Monterey Bay region, on a regular gridwith uncertainty angle glyphs. Uncertainty grows with distance from meteorolog-ical stations giving a much di�erent impression from the traditional vector glyphs.



22 4. Systems, Networks, Databases and Schemas4. Systems, Networks, Databases and Schemas4.1 Project ChallengesA major goal of REINAS 1 is to apply techniques from Computer Science and Engineer-ing to support real-time research in Environmental Science. The system must be extensibleand applicable to many problem domains. It must be able to store and retrieve large quan-tities of data. It must provide easy access to data for visualization, reduction and analysis.It should allow users to direct sensors, to control access, adjust parameters, and followdeveloping events.In this project we have had to address di�cult computer engineering problems that areseldom seen in academic research, i.e. Building large heterogeneous systems. Having builtthe �rst prototype, we see many areas of research that need to be addressed, especially inperformance and security.User Issues:Data quality and pedigree are major issues for users. Multiple versions of the datashould be kept to ensure quality. Controlled access to data and sensors is necessary. Thescientist in charge should be able to decide who gets access, and be able to steer it whenfeasible. System must operate in several modes: Real-time, historical, and retrospective.Design Principles:\Protocols de�ne the system" (Cheriton) [Che88].The design must provide Extensibility. Instruments should be plug-and-play.The design must provide Scalability. Adding new sensors, more storage, or users shouldbe easy.The design must provide Resiliency. The failure of a node or the network should nota�ect the entire system.Distributed Systems:Bene�ts of distributed systems include: Increased processing capacity, Highly fault-tolerant (k-resilient) [Svo84]., better scalability, and extensibility, [CL91]. and reducedincremental costs.However added complexities that must be addressed: consistency, naming, security anda single system view.Instrument Sites: Most non-trivial distributed systems span one building, but REINASspans an entire region in central California. See Figure 4.1. Instruments are connected toREINAS by both remote radio and land-line links. The system is designed so that newinstruments can easily be added and assimilated by the data management and visualizationsubsystems. Using a small personal computer, with a Unix operating system and with astandardized interface for attaching instruments, and by attaching this PC to the networkusing standard networking software, each instrument becomes an intelligent device on theREINAS network. An interactive electronic log book tied to the database will populate andtrack instrument metadata used for calibration and control.1This chapter by Darrell Long, UCSC
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Figure 4.1: REINAS Fully Connected Instrument Sites in Monterey Bay Area,September 19944.2 Architectural OverviewNetworksREINAS consists of three logical networks: instrument, database, and user networks.See Figure 4.2. Duplicate resources are possible in all networks. The Instrument nodes areUnix PCs. Normally they are continuously connected but are able to operate autonomously.The database schema is tailored to environmental data. It provides memory resident datafor real-time support. Data is organized into system-wide time-series.Instrument NodesThe instrument nodes de�ne the interface of the instrument to the system (plug-and-play). They provide fault tolerance through logging even when disconnected. They providelocal processing for data compression, image registration, and �rst-order quality control.They can also provide network instruments remote steering, and a means to adjust param-eters.Core InstrumentationWeather or MET Stations, provide time-series of scalar measured physical quantities(temperature, wind speed, direction, humidity, pressure), with real-time sampling periodsof 1 to 10 seconds.CODAR SeaSondes measure ocean surface-current �elds from �xed coastal radar sites.Each radar produces radial current �elds. Two or more sites combine to produce surface-current vector �eld.
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4.2. Architectural Overview 25Vertical Wind Pro�lers provide vertical atmospheric pro�les. Using radar. they producewind speed and direction estimates.Acoustic Doppler Current Pro�lers may be used later.Instrument Node SoftwareThe instrument nodes include the following software:1. Collector { a master controller and log manager.2. Reader { transmits logged data to the database.3. Device Managers { log real-time device data using RVM. [SMK+93]4. Device Interface Library { Standard interfaces, for instance: serial line I/O and dataparsing.Instrument Research Issues Major research issues in this are:� Security { authenticated access to instruments for control applications.� Fault tolerance { logging and metadata techniques.� Mobility { network protocols, location, caching.� Data compression.4.2.1 The REINAS DatabaseQueries to the REINAS database consist primarily of request for time sequences of data.Archival data are used by projects other than the one that collected it. Di�erent versions ofdata will exist as data quality assessments change. Data will be owned by di�erent peopleand organizations, and will be stored at di�erent physical sites. Data access for applicationsprovided through an Application Programmer Interface (API) written in C [KR78].Database NodesDatabase nodes provide content-based retrieval of data. They enforce consistency of thedata, provide access control, and bind metadata closely to measurements. Automatic entryensures consistency.Database Node Software The database nodes contain the following software:� Merge server { Logs data from instrument nodes.� Database loader { Loads data from log into database.� Real-time cache { Keeps a copy of the most current data.� Shadow { Forwards data from one log to another.� Distributor { Supports client application API.Issues:� Multidatabase Interoperability: Data may be stored by science partners using di�erentdatabase managers with independently developed schemas [CS93].� Query Optimization: The real-time nature of the system requires that queries mustbe fast [CS93].� Data Management: Storage of scienti�c data and metadata in an extended relationaldatabase system [CS93].
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Figure 4.3: Example Realms4.2.2 Realms:The architecture consists of major information groups called realms which containenough substructure to fully capture the semantics of the major types and subtypes of therealm. These realms include: systems, processes, parameters, localities, data generationactivities, descriptions, quality assessments, and measurements/observations. Objects ineach realm will participate in intra-realm and inter-realm relationships.The system realm contains generalized and specialized attributes of major classes ofsystems which occur in the environmental enterprise. Examples include instrument plat-forms (ships, aircraft, satellites, remotely operated vehicles, buoys, or land meteorologicalstations), instruments, instrument platform subsystems (winchs or cranes), sensors (tem-perature sensors or wind speed/direction sensors), and computers.Process realm objects include those items which document automated or manual proce-dures intended to accomplish a speci�c purpose. Examples include calibration algorithmsfor environmental sensors and laboratory procedures for performing sample analysis.Objects in the parameter realm are used to de�ne the types of environmental propertieswhich may be represented in the database and the logical and physical form of theirrepresentation. This realm supports the requirement to store and reconcile data representingthe same concept in di�erent formats.The locality realm contains objects which represent spatial features of interest in theirown right or as spatial identi�ers for other database objects. Locality features may bepoints, two or three dimensional regions, linear networks, or names with no speci�c bound-ary de�nition. Regular sampling/monitoring sites, the spatial extent of a data collectionactivity, or the spatial extent of an observation data aggregate may be de�ned.The data generation realm contains objects de�ning those things which can be part ofthe data generation process or document the process. A few important generalizations in



4.2. Architectural Overview 27this realm include expeditions, projects, experiments, data collection runs, and samplingplans.The measurement/observation realm contains the primary data of interest to the envi-ronmental scientist. Direct sensor outputs, derived observations of environmental prop-erties, and ancillary information which may be tagged with each individual measure-ment/observation are included. In addition, aggregations of individual observations may beidenti�ed and tracked. For example, an image may be seen as an aggregation of the individ-ual pixels comprised of separate, distinct, and accessible environmental observations. Othertypical aggregate types include time series, vertical pro�les, and spatial/temporal grids.Quality assessment realm objects document multiple assessments of the quality of in-dividual observations or aggregates of those observations. These assessments may includeboth quantitative and descriptive assessments by data users.The descriptive realm contains objects which are used to document the environmentalscience enterprise and the database system itself. General object types such as person,remark, and calculated summary parameter may be associated with any other object in thedatabase. This is the realm where logical, physical and other special data formats may bedescribed.4.2.3 Schema OrganizationTo manage the large amount of metadata that REINAS will generate, the REINASdatabase system schema is divided into several realms. Each realm contains metadata abouta speci�c part of the REINAS system. The division of metadata into realms also allowsversion, quality assessment, and collection activity data can be compactly maintained.All primary scienti�c data is stored in containers. Containers are designed to hosttime-ordered stream elements from compatible data streams. Such data streams containelements with logically consistent parameter types and physical representations. Elementsfrom di�erent but compatible data stream types can be stored in the same container.This schema provides an extensible framework for managing oceanographic and mete-orological scienti�c data. The schema describes the central items that must be trackedto support oceanography and meteorology research. Users need not develop custom datahandling solutions as particular data needs can be supported by simply changing databasecontent rather then the schema de�nition.4.2.4 The Data Stream ModelREINAS uses a data stream model in which data is stored in an extended relationaldatabase system and optimized for temporal accesses. Data are separated into sourcedependent and independent parts and all data of the same type is physically stored instreams.Database Problems:Centralized databases have poor performance. Data from all science partner organiza-tions must be managed by a single group. Science partners may be separated by networklinks of variable quality. Data is accessed through a single schema, making the integration ofdata from existing databases di�cult. There is incompatibility of commercial DBMS [CS93].
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Figure 4.4: An Example Schema4.2.5 Proposed MultidatabaseThe advantages of a multidatabase architecture are: [CS93].� Performance is not limited by the throughput of a connection to a single machine.� Data gathered by each partner organizations can be stored at di�erent sites.� Data can be organized by di�erent schema, allowing easier integration of existingarchives.� Locality is maintained, making frequent queries to local data much faster.Major Research Issues for multidatabases are:� Query response time: Size estimation [KS92], network link optimization, resultcaching, I/O scheduling.� Access to real-time and very recent data: etensible hashing schemes [LNS93].� Schema Resolution: Each database may employ di�erent local schema, Schema justadjust to local convention to generate a REINAS schema overlay [SL90].
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4.3. Data Management Design Philosophy 31� Schema translation: Reconcile schema using translation rules and methods. Objectsmay also be used to handle schematic di�erences [Ber91].� Write-mostly queries: REINAS uses write-mostly queries. Current databases handlethis poorly.� Large data products: Data products generated will be too large to be generated on-the-y. It is necessary to generate data products incrementally, amortizing processingtime and resource usage [Rou91].4.3 Data Management Design Philosophy4.3.1 REINAS Speci�c ProblemsControllable Instruments: 2 Controlling instruments enables rapid changes in operationof sensors. This means less latency in performance and quality assessment.This implies a need for:\Active Logs" for tracking and control. The ability to monitor and playback instrumentperformance, and the need for isolated plus regional Comparison Quality Checking.Real-time and Retrospective Analysis: Applications require continuous updates,retrieval-for regional monitoring, retrieval for source speci�c monitoring, and ad hoc re-trieval (using broad based selection criteria).This implies need for:Bimodal \physical organization", one organized for fast update, and another for ade-quate retrieval of broadly indexed attributes of geophysical observations.One \physical organization" supports regional monitoring of small number of parameters(geophysical observations of type x OR status of all sensors of type y) Another \physicalorganization"supports monitoring of sensor observations and/or status for a speci�c instru-ment.4.3.2 Systemic Data Management Problems for the SciencesIsolated \Islands" of Data: Data can be unavailable because it is partitioned by:data class, discipline, metadata .vs. data, structured data .vs. unstructured data, dataaggregates, data representations, structures, syntax and semantics, and data sources.Non-integrated data: Data can be separated by acquisition, delivery, management,analysis, and presentation. This implies separate toolsets, di�erent platforms, and nolineage.Non-extensible architectures: Old systems can prevent the use of new sensor technology,new data management technology, new data items, representations, structures, and highergranularity (more selective query).If the system is to be extensible and stable this implies separate load paths within acommon information architecture based on appropriate generalizations and specializations.Non-integrated management of multiple information classes: These include: mea-surements, observations, derived Observations, synthetic Observations (Nowcasts, Fore-casts), interpretations (features, phenomena, etc.), and documentation (unstructured tostructured).2This section by Bruce Gritton, MBARI



32 4. Systems, Networks, Databases and SchemasREINAS DATA MANAGEMENT APPROACH� Life Cycle View of Scienti�c Data and Information: Collection implies Long TermUsefulness.� Commercial o� the Shelf DataManagement Platforms: Relational implies with ObjectViews, Extended Relational implies with Objects.� Eliminate Metadata/Data Division: Metadata includes Content, Representation, andStructure. Data are the measurements and observations. Results in a scienti�cinformation architecture that is stable via technology independence.� Data Integration:{ data class (numbers, sets of numbers, text, images, video, sound){ discipline (meteorological/oceanographic/and beyond){ metadata .vs. data (integrated information model){ structured data .vs. unstructured data (documentation evolution){ data aggregates - point data, pro�le data, �eld data, gridded data, image data{ data representations, structures, syntax and semantic{ data sources (in-situ and remotely sensed; measured and derived observations;models)� Function Integration:{ Data acquisition plus dynamic quality control implies via load path.{ Data delivery implies network con�guration and monitoring.{ Datamanagement implies multiple layers of access (plus batch loading/unloadingplus tables, tuples, attributes, relationships - SQL plus object based interface).{ Data presentation implies standard products and visualization.Table 4.1: Elements of REINAS Data Management Approach4.3.3 REINAS Data Management Approach4.4 Requirements Analysis and Information ArchitectureAs part of this phase of requirements analysis, the potential users of a REINAS systemwere identi�ed. In the prototype implementation we may not be able to work directly withusers from all of the categories so de�ned, but we will attempt to provide functionalityrelevant to each of the categories.The initial user community served by REINAS will consist of the REINAS sciencepartners located at NPS and MBARI. The developers themselves will serve as the targetpopulation for the engineering aspects of the system, e.g., instrumentation engineers andsystem developers.The user pro�les de�ned are listed in the following sections.4.4.1 Operational Users:� Operational Forecaster: Needs current situation visualization, nowcasting, and short-



4.4. Requirements Analysis and Information Architecture 33range forecasting. Traditional meteorology map product displays are required. Aneasy to use suite of \canned" products must be available. Easy, fast access to previousenvironmental situations with a similar signature would provide a new, signi�cantcapability.� Operational Policy Maker/Planner: Needs integrated "birds eye" views of completegeographical area and the ability to focus (zoom in) on smaller, speci�ed areas ofinterest. The ability to set up scenarios (models) and view results is desirable. Auser-friendly interface similar to that of operational forecaster is required.� Disaster Control: Needs immediate view in the form of current observations, nowcasts,and local climatologies. Requirements similar to operational planner, but requiresadditional map data and products, i.e., environmental Sensitivity Index maps. Alsowill require the capability to plug-in models speci�c to the hazardous response activity.� Students and Casual \browsers": Need canned products and rapid visualization, i.e.,access to precomputed visualization results. An integrated visualization and \dry-lab"modeling capability makes REINAS a signi�cant educational asset. It should likewiseprovide a base for educational research projects.4.4.2 Scienti�c Users:� Retrospective Researcher: Needs synoptic views and historical analysis. Requiresdata quality information, ability to readily construct complex database queries, andability to write C programs which access REINAS data and functionality through welldocumented APIs. Should also be able to make SQL queries. These custom programsare to become part of the individual researchers REINAS environment.� Experimental Researcher: Needs include those of both operational forecasters andretrospective researchers, as well as ability to monitor instrument status, controlinstrument settings, and view \data streams" in real-time.� Sensor Scientist: Needs detailed control of instrument and detailed view of instrumentstatus. Requires simple mechanisms for interfacing and low-level real-time control.4.4.3 Developers/Intrumentation Engineers:� Instrumentation Engineer: Needs a \cookbook" approach for adding new instrumentsto REINAS. Support tools should be such that REINAS is the environment of choicefor a new instrument development project. REINAS should provide interfaces toinstruments, e.g., for calibration or other parameter changes.� Network Engineer: Requires tools to support an enterprise scale/style network usingInternet.� System Developer: Requires well documented APIs providing access to all REINASfunctionality, ability to readily integrate and test new REINAS applications, abilityto run a REINAS node in \development" mode, and debugging and timing tools.� Database Administrator: Need traditional capabilities, e.g., ability to tune database,ability to visualize its utilization and access patterns, and ability to de�ne databaseorganization at both physical and logical levels. Automating these functions is aresearch topic.



34 4. Systems, Networks, Databases and Schemas� System Manager/operator: Need traditional capabilities, e.g., ability to control user'saccess/capabilities, ability to view system status and utilization, and ability to tunesystem on-the-y.4.4.4 Special Applications:Some users of REINAS services will be automated procedures which require timely andregular access to data and sensors. We can identify two primary categories.1. Data Mining Applications: These applications can run continuously in the back-ground, to detect and classify signi�cant patterns that may exist in the observationdata across multiple scales in space and time. The system must be able to gracefullydistribute the loads placed on it by these applications to times of minimal impact onprimary operations. In addition, the system should support the capability to easilyextend the number and type of these applications.2. Standard and Customized Product Generation: Applications which produce scienti�cor engineering information products. The products may be produced on a regularschedule, based on the occurrence of an event, or based on input data availability. Thesystem must able to maintain a description of and requirements for such products andproduce them accordingly. Standard products are those needed by a large cross sectionof REINAS users or by high priority users. In addition, the system should provide acapability for users to build customized product pro�les for automatic production bythe system.4.5 System Data Flow Architecture4.5.1 Writing Device ManagersThe REINAS 3 system requires that a broad class of instruments be supported, andthe instrumentation interface must be robust and exible enough to easily allow new orpreviously unknown instruments to be connected.Each instrument interfaces with REINAS through a device manager at each node, whichautonomously collects data from the instrument and immediately stores it in a local log.In the event of a network failure which isolates the node, the microcomputer continues tooperate autonomously, using its considerable local storage to avoid any loss of data. Onceconnectivity with the merge server has been reestablished, the contents of the local log areused to bring the server up to date.A REINAS device manager is a process that provides the REINAS abstraction of thehardware device. This abstraction supports standard control and data functions. Devicemanagers are not written from scratch, rather they follow a framework which provides avery speci�c proscribed template. Device managers are not REINAS end-user applications,speci�cally they do not use the REINAS User API. Rather, they are software componentswhich are indirectly part of the implementation of this API.Each unique device type within REINAS has its own device manager that has beencustom built for the speci�c device. A device manager consists of two sections: a genericsection and a custom section. The generic section handles the standard interface to the3This section by Bruce Montague
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36 4. Systems, Networks, Databases and SchemasDATABASES USED DURING THE DEVELOPMENT OF REINASPostgres - customizable, code availableMiro/Montage/Illustra - easy operations, rich namesIngres - fast, integrity checksOracle - potentially very fast, feature richBUT {Postgres - Slow, unreliable.Miro/Montage/Illustra - Few utilities, mediocre performance.Ingres - 24 character name restrictions, most restrictions of the systems used.Oracle - requires close operational attention.PORTABILITYThe system code in REINAS must be written as portable code. One motivation for this isthat the following must be supported:BSDI - Instrument PCsHP - MBARI machines and MBARI ship bourne node.SUN - Miro, development environment.SGI (4 and 5) - Visualization and Oracle.IBM - Ingres.DEC - UCSC development environment.Portability is nontrivialBUT... IEEE Floating Point works.Table 4.2: Databases and PortabilityThe programs to support Data Flow are referred to as \Plumbing". All the plumbingcode to support the PC, DB, API, and tests/applications comes to about 50K lines of code.Such programs are sometimes called \Middleware". They provide for a common softwareenvironment that spans operating systems, networks and databases. In the case of REINASthey provide for common normalization and eliminate �les. Some middleware features andobservations in REINAS are:� Common application API provided on di�erent Databases, Networks, and OSes.� Middleware is system software. Developing it in the midst of operations is di�cult.An NxN problem exists between �le formats and application programs.� Database/architecture independent SQL middleware layer is a useful goal.� \Database drivers" must be written that \glue" diverse databases into the system.� SQL as intermediate query language. The mapping between OO and relations is notnecessarily natural.� High level user interface tools such as TCL work, but are no panacea.� Tools - A database system without good utilities is like an OS without an editor.



4.6. Data Compression in REINAS 374.5.2 Device ManagersDevice Managers are potentially stand-alone. An example would be a standard TCPdatalogger. External networks such as Unidata, rain gauge network are a problem. It istempting to treat them as one complex device, but maintaining accurate metadata requirestreating them as communication media. Even with a framework it will take a few weeks towrite a device manager (Similar in terms of time to the requirements for writing a devicedriver). Device managers require up-front time. All data �elds must be considered. Thistime should be considered the �rst step in data analysis (normalization). One should nothave to reverse engineer data formats. Since one never knows about all missed states. Timeformats are also numerous and require normalization.4.5.3 Database SystemsThe time series storage model is natural. It has similarities to multi-media data streams.A scienti�c DBS may require explicit support for a �le Explode/Materialize concept. Thecurrent data stream model handled all input, but we may need to tune it. Our long termgoal is to support end-to-end Real Time by eliminating on-the-y parsing and loading thedatabase directly in binary.There is a need to merge device managers and real device driver/data acquisitionsoftware. Another problem is data quality testing - how do you know data has becomepolluted?An observation: SQL isn't standard. Date formats di�er, for instance some support atime of \now", others do not.We still need lots of procedural code - SQL is insu�cient by itself.4.6 Data Compression in REINASData compression 4 is just one resource managed within the REINAS system to achievehigher e�ciency. It is most useful when it is under the covers of the system so that theaverage user does not have to be concerned with its details. It �ts between all the majorcomponents of REINAS { instruments, computer network, data management, visualization,and simulation.Data compression is being investigated for use in REINAS to solve several importantproblems:1. Data archiving requires keeping data arriving from a large number of sensors, users,and imported processes.2. Network bandwidths available to a rapidly increasing number of users will be limited.3. Exporting of REINAS products requires careful resource usage so that the widestnumber of users will be able to e�ectively use the data and products generated byREINAS.Compression helps to ful�ll these three goals as e�ciently as possible. Because compres-sion is to be used for a variety of reasons there are multiple compression techniques thathave been and are being investigated for REINAS.4This section by Glen Langdon



38 4. Systems, Networks, Databases and Schemas4.6.1 Compression for Data ArchivesCompression has been investigated to help reduce the amount of storage necessary toarchive data. Recent data (100 Mbytes to 200 Mbytes) can be archived without compression.Data older than two weeks may be compressed to secondary storage, and the primary storagereused for incoming data.Once the data are acquired, averaged, and rounded to the precision speci�ed by themeteorologists, lossless waveforms compression is applied. This technique, developed forgray scale coding of satellite images under a NASA Summer Faculty Fellowship [LAML94],can be a common part to any compression technique. Predictive coding produces theprediction error, and a quantization of the previous error is the context. The binaryarithmetic coding for encoding context-dependent prediction errors, described in [LM93], isintended for the compression of satellite images.4.6.2 Data Compression for Scienti�c VisualizationREINAS data will be used by many simultaneous users. Because REINAS is using theInternet, and shared NPS, UCSC networks, the number of users will be limited by thebandwidth. Su�cient communication bandwidth is needed. Visualization users get theirdata over a communication link, and compression at the source o�ers bandwidth savings.Moreover, if the screen is broadcast to several collaborating users, the bandwidth savingsare multiplied. Each user's workstation will have a \decompress and display" capability.If the viewing station has the power of a graphics rendering engine, then a thirdopportunity for possibly even greater compression exists. The visualization objects arecompressed and transmitted, and the viewing station renders them locally. Rendering powerallows user freedom to change the viewpoint independent of other users, and subsequentvisualization objects can be incrementally added to the list of objects to render. The amountof data transmitted over the collaborative session is greatly reduced. For example, a user issent the higher-level graphics language commands and data to render If the next screen isa slightly rotated view of the same data the VQ or JPEG compression schemes require thecompression and decompression of a completely new image. Using the high level commandsall that is transmitted is the new rotated view point.



395. Communication Protocols for Wireless Networks5.1 Mixed MediaCommunication1 among REINAS components and users is being accomplished via amixed-media networking infrastructure that encompasses new and existing telephone lines,Internet connections, radio links, as well as the networking software and hardware neededto control and manage the interconnection of REINAS sites.Today's REINAS network consists of existing Internet connectivity with a few addi-tional telephone and point-to-point radio links. However, in the future, REINAS needs toinclude several mobile sites (e.g., boats and trailers with MET stations) and applicationsthat require the transport of large amounts of information, specially for remote visualiza-tions, where one minute animation can require in the order of 160 Mbps. The informationexchanged in REINAS will include multiple media (text, voice, images, graphics and anima-tion, and even video), and such information has to be distributed in real time (e.g., duringa multimedia conference among multiple sites) over di�erent types of transmission media,including radio links and high-speed lines. Furthermore, the networking infrastructure ofREINAS should allow a very large number of sensors to be incorporated into the system.Accordingly, we see six major networking requirements in REINAS:1. The ability to transport multimedia data in real time.2. Scalability to a large number of geographically-dispersed sensors.3. Mobility of sites.4. Fault tolerance.5. E�cient use of multiple transmission media.6. Connectivity to the Internet.The marked di�erences between REINAS networking needs and traditional networkingtechnology indicated the need for new multimedia networking solutions to REINAS's uniquecharacteristics and to allow REINAS system engineers to better manage and monitorcommunication resources in support of data management, data visualization, and usercommunication.Mixed-Media Networking for REINAS - Research Problems:� Quick recovery after failures� Scaling to hundreds or thousands of nodes (sensors, workstations, routers)� Supporting multimedia tra�c over mixed transmission media� Supporting mobility of nodes (boats, aircraft, terrestrial vehicles, hand-held devices)� Conserving power and bandwidth (mobile and static nodes)� Supporting multipoint communication with reliable and unreliable data delivery� Manage mixed transmission media intelligently1This chapter by J.J. Garcia-Luna



40 5. Communication Protocols for Wireless Networks5.2 Channel Access in REINASIn extending wireless LANs to mobile MET stations and portable devices in the REINASnetwork architecture, we relax the distinction between links, networks, and internets usedto provide connectivity, so that the various transmission systems are treated in a uniformmanner, leading to a fault-tolerant multimedia system. The provision for type-of-servicerouting and load-sharing via multiple types of transmission media is a key componentof our design. A communication security architecture could be integrated into such acommunication system. This design is based on earlier work by Mathis and Garcia-Lunaon survivable multimedia networks [MGLA87].The challenges to Channel Access in REINAS are:� Using distributed control� Supporting multimedia information� Conserving power in portable devices or remote sensors� Dealing with hidden- terminal problemsThe limitations of Existing Approaches are: Current schemes are contention-based andcontention-free protocols. Most e�cient contention-based protocol (CSMA/CD) cannot beapplied to packet radio. CSMA is approach commonly used in multihop packet radio netsbut su�ers from the hidden-terminal problem. Contention-based protocols require a node tocontend for channel for every packet. Contention-free protocols use either a separate controlchannel, centralized control by a base station, slotting, or a �xed number of reservation slots.5.2.1 Floor Acquisition Multiple Access (FAMA)FAMA2 is a new method developed for REINAS based on the AppleTalk Link AccessProtocol.In FAMA a packet radio acquires the \oor" (right to use channel) before sendingdata packets. The Floor is acquired dynamically by sending a request-to-send (RTS)packet to intended destination or multicast group [DGLA95]. The Destination or grouprepresentative replies with a clear-to-send (CTS) packet. The Packet radio uses carriersensing to avoid transmission if channel is sensed busy.FAMA ensures that no data packet collides with RTS or CTS packets, and that eachpacket radio eventually \gets the oor". FAMA supports packet bursts and performs muchbetter than CSMA.At present basic FAMA is implemented on the BSDi REINAS system. Implementationis complete and currently being tested and veri�ed. Deployment of basic FAMA to REINAS�eld network is to begin in the fall 1994.Some FAMA Open Issues remaining are:� Accommodating priorities� Building distributed queues� Adding collision detection� Eliminating hidden-terminal problems2This section by Chane Fullmer
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ExpiredFigure 5.1: State Diagram for FAMA - Floor Acquisition Multiple Access Protocol� Supporting multicasting� Using transmission agility to handle low-power nodes5.3 Routing Protocols for REINAS5.3.1 Internet RoutingA critical element3 in the provision of fault tolerance and the ability of a network toscale is the choice of the routing protocol used. For the purposes of routing protocols, aninternet can be viewed as consisting of a collection of interconnected domains, where eachdomain is a collection of such resources as networks, routers, and hosts, under the controlof a single administration. Current work in interdomain routing has proceeded in two maindirections: protocols based on distance-vector algorithms (DVA), which we call distance-vector protocols, characterized by BGP [LR91] and IDRP [ISO91], and protocols based onlink-state algorithms (LSA), which we call link-state protocols, characterized by the inter-domain policy routing (IDPR) architecture [Ste92]. The same two basic approaches havebeen used in the Internet for intradomain routing (e.g., RIP [Hed88] and Cisco's IGRP[Bos92] are based on distance vectors, and ISO IS-IS [ISO89] and OSPF [Col89] are basedon link states). We view REINAS as a single domain, and focus on intra-domain routingprotocols.The key advantage of DVAs, and the distance-vector protocols that use them, is thatthey scale well for a given combination of services. Because route computation is donedistributedly, DVAs are ideal to support the aggregation of destinations to reduce commu-nication, processing, or storage overhead [GLA88].3This section by J.J. Garcia-Luna



42 5. Communication Protocols for Wireless Networks5.3.2 Updating Routing TablesToday's routing protocols are: (1) Distance vector: Its limitation is the cost of thepreferred path through each neighbor to all destinations. (2) Link state: Information aboutthe entire network topology is ooded.Many distance-vector protocols are based on distributed Bellman Ford algorithm (DBF).The drawbacks of DBF are bouncing e�ect and counting to in�nity. Flooding the networktopology or organizing the network into areas are not feasible approaches in mobile networks.Sending complete path information in updates is wasteful in a mobile network. Approachesadopted in RIP and its derivatives, OSPF, IS-IS, BGP/IDRP, or even EIGRP are notapplicable to REINAS5.3.3 New Routing Algorithms for REINASTwo new algorithms have been designed, veri�ed, and analyzed for REINAS. All previ-ous routing protocols based on two main algorithm types:1. Distance-vector algorithms: They exchange path information. Their overhead growswith number of combinations for multiple service types / policies. Protocols based onDistributed Bellman Ford algorithm behave badly with resource failures.2. Link-state algorithms: They exchange link characteristics. They use ooding ofcomplete topology information. The aggregation of topology information is di�cult.The new algorithms are Path-Finding Algorithms and Link-Vector Algorithms:1. Path-Finding Algorithms (LPA, PFA): Eliminate counting to in�nity problem andtemporary loops using predecessor information, shortest-distance information, and asingle-hop internodal synchronization mechanism.2. Link-Vector Algorithms (LVA): Eliminate counting to in�nity by distributing topologyinformation selectively based on distributed computation of preferred paths5.3.4 Path-Finding AlgorithmsEach node maintains three tables:1. Distance Table: Predecessor and distance for each destination reported by eachneighbor.2. Routing Table: Shortest distance, successor, and predecessor for each destination.3. Link-Cost Table: Cost information about a node's adjacent links.A node can be in two states: Passive - in which it has a feasible successor, and Active- in which it is waiting for a feasible successor. There are three message types: Update,Query, or Reply. Predecessor information is used to infer whether a loop exists. A queryreports an in�nite distance to block potential loop. Node receiving a query must reply toit immediately.



5.4. Protocols for Floor Control 435.3.5 Link-Vector AlgorithmThe Link-Vector Algorithm has partial topology at each node: links adjacent to nodeand links reported by neighbors. Uses local path selection algorithm to select preferredpaths; all nodes use identical path selection algorithm. Distributes information only aboutlinks used in preferred paths. It asks neighbors to erase information about links no longerused in preferred paths. The Node can determine whether an update message is valid (e.g.,by sequence numbering). The Link level protocol detects changes in link status. Reliabletransmission of messages is guaranteed.5.3.6 Results to Date on RoutingWe have shown that both LVA and LPA/PFA can be applied to REINAS. Both al-gorithms are very e�cient. LPA and LVA shown to perform better than ideal topologybroadcast algorithm, DBF, and previous loop-free distance-vector algorithms. LPA/PFA isthe fastest distance-vector algorithm designed to date. LVA is the �rst algorithm based onlink-state information applicable to radio networks. Temporary loops are not expected tobe a major problem in LPA/PFA or LVA.Other important results of the REINAS project have been student support and pub-lications. Together with AASERT, four Ph.D. students are being supported. There havebeen two submitted journal articles, four published conference papers, and �ve submittedconference papers.5.3.7 Future Work on RoutingWe are currently implementing PFA in BSDi using RIP Version 2 packet formats. Workis underway on extensions to handle broadcast links and mixed media e�ciently. We plan toapply previous results on loop-free routing to packet forwarding over multiple paths (shortestmultipath routing). We hope to extend LVA and LPA/PFA to account for aggregation ofinformation and Integrate hop by hop congestion control with routing. We expect to Developdistributed algorithms for multicast trees and graphs and to integrate GPS with routinginformation.5.4 Protocols for Floor ControlNetworked Multimedia Applications 4 may be accomplished by Protocols for multime-dia, multipoint dialogues across the REINAS internet. They provides Floor control fornetworked multimedia applications and reliable and unreliable multicast.Floor control can provide concurrency control for distributed shared multimedia re-sources along with session control. Most collaborative software provides little or no oorcontrol. Di�erence to concurrency control: user-resource-user paradigm with multiple re-sources, but in general no rollbacks.Criteria for a Floor Control Protocol are:1. Scalability: adjusting to varying number of users.2. Performance: keeping control information tra�c low, serving requests ASAP.4This section by Hans-Peter Dommel
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456. REINAS Observations and Models6.1 Observational Network from a Meteorological PerspectiveThe primary aim of the REINAS observing network1 is to provide high temporal andspatial resolution measurements from \research quality" surface and upper- air stationswith special emphasis on \timely" communication of data into REINAS.

Figure 6.1: Observation Sites in the Vicinity of Monterey Bay. URI = UCSCand MBARI Sites. NWS = National Weather Service. CDF = California Dept. ofForestry. NOAA = Environmental Technology Lab. APD = Air Pollution ControlDistricts.� Desired measured surface meteorological �elds include:{ Airemperature{ Moisture content{ Barometric Pressure{ Winds{ Solar and Infrared Radiation1Observation section by Richard Lind, NPS



46 6. REINAS Observations and Models{ Precipitation� All sensors are \o� the shelf" models� Each site utilizes a datalogger for interrogation of sensors� Surface station siting criteria are based on EPA and WMO siting quidelines.� Quality control is maintained by continuous comparison with meteorological �elds.Auditing of each site carried out at six-month intervals.The approach has been to utilize existing surface station data as much as possible,supplemented by the special REINAS sites. To date, the following agencies have beenidenti�ed as willing to cooperate with the REINAS concept:� Monterey Bay Uni�ed Air Pollution Control District� Monterey County Water Resources Board� Bay Area Air Pollution Control DistrictsStandard meteorological data feeds also include hourly and supplemental special obser-vations from:� National Weather Service� Federal Aviation Administration� California Department of ForestryOver the next few months, work to incorporate these data sources into the REINASdatabase will be completed. The desired measured upper-level meteorological �elds include:� Temperature� Moisture content� WindsTwice-daily rawinsondes (Oakland, Vandenberg AFB) and hourly data from NPS 404MHz and 915 MHz Doppler radar wind pro�lers are the only routine upper- air measure-ment sources in region. To ful�ll the desire for higher temporal and spatial upper-airmeasurements, NPS has contracted with NOAA Environmental Technology Laboratory fordeployment of three 915 MHz radar wind pro�lers and two 2-axis monostatic SODARs(May-Sep 1994).In addition to these upper-air sites, surface stations have also been deployed at each ofthese locations by NOAA. Strong cooperative development between REINAS and NOAAhas led to real-time data links to REINAS for some of these sites. NOAA plans to leavewind pro�lers at Long Marine Laboratory and Point Sur Naval Station at least over thewinter season.6.2 REINAS Atmospheric Numerical Modeling System6.2.1 Properties of an Ideal ModelREINAS2 is a system that will enable real-time and retrospective regional-scale envi-ronmental science, including nowcasting of current conditions and forecasting. A criticalcomponent of REINAS is a sophisticated numerical model that provides the dynamic back-bone for:2Atmospheric Modeling section by Paul Hirschberg, NPS



6.2. REINAS Atmospheric Numerical Modeling System 471. Objective quality control of special data2. Near real-time data assimilation of all observations3. Nowcasting4. Short-term forecasting5. The generation of dynamically-consistent, temporally- coherent products from whichhigh quality visualization of the current and future evolution of the ow can be made.6. More in-depth scienti�c investigation g. sensitivity studies) of various physical phe-nomena a�ecting the REINAS region of interest.Ideally the modeling system will be used in two modes:1. Analysis (4DDA) mode: Intermittent (update cycle) or continuous (data-nudging)data assimilation. In this mode the model is inuenced by incoming conventional andspecial data. The model is run for short periods of time optimally designed to not lagor outrun real time to any great extent.Products obtained in this mode could be used for quality control for incoming data.Problem observations could be either corrected or discarded, and assimilated �eldsused for visualization and animation.2. Forecast mode: longer duration forecast initialized with current 4DDA analysis. Themodel is used to make predictions of the ow at a later time. It can aid in the decisionof whether to initiate any special data collection activities.An optimal model choice would have the following properties. It would1. be able to simulate diverse meso-scale phenomena in any geographic region. In thepresent case this means land and sea breeze circulations associated with complextopography.2. contain sophisticated physics packages.3. contain multiple nesting capability.4. be nonhydrostatic5. contain coupled atmosphere / ocean components6. be easily networked or run locally.For example: The Navy's Coupled Ocean/Atmosphere Mesoscale Prediction System(COAMPS). But it is not yet available.6.2.2 Current (Prototype) Con�gurationWe have installed and are running a version of the Navy Operational Regional Atmo-spheric Prediction System (NORAPS) on the NPS CRAY Y-MP EL98. It has the followingproperties:� Short and long-wave radiation (Harshvardhan et al. 1987)� Cumulus heating and moistening (modi�ed Kuo 1974)� Vertical turbulence parameterized using a 1.5 order closure.� Terrain from the U.S. Navy 10 minute data base� Single nest� 45 km horizontal resolution (109 X 82) centered over Monterey Bay



48 6. REINAS Observations and Models� 24 sigma levels (surface to 10 mb; six levels below 900 mb)� 135 second time stepThe model is initialized with 0000 UTC NOGAPS 2.5 deg by 2.5 deg analyses on 16mandatory pressure levels. 12-hourly horizontal boundary conditions are obtained from0000 UTC NOGAPS forecast run. A 24-h forecast is generated once daily. 6-hourly modeloutput is brought back to SGls for display and also made available for transfer to UCSC.Using the model we have observed some interesting mesoscale features associated withthe California coastal zone in the model simulations. For example: the June 9-11 Catalinaeddy, southerly surge case that occurred during Monterey Area Ship Tracks (MAST)experiment.6.2.3 The Time Line for an Automated NPS NORAPS Run� 0200 - 1000 UTC: Full suite of NOGAPS analysis and forecast grids transmitted byFleet Numerical to the NPS Met. Dept. SGls� 1000 - 1 100 UTC: Multiquadric analysis [NT94] is performed to interpolate 2.5 degby 2.5 deg NOGAPS analyses and forecasts to NORAPS 45-km grid centered overMonterey Bay.� 1 100 UTC: NORAPS analyses and boundary conditions are transferred to the NPSCRAY.� 1100- 1230 UTC: 24-h NORAPS simulation is performed.� 1230 UTC: 6-hourly output is transferred back to Met. Dept for display and also to aTAR �le that UCSC can grab.� 1230 - 1400 UTC: Selection of standard products output at NPS.� Cycle complete by 1400 UTC.6.2.4 Modeling Plans for Near Future (FY 95)� Obtain and install new nested version of NORAPS� Operationally run 3 nests: 45 km, 15 km and 5 km depending on CRAY limitations.� Obtain 45-km operational NORAPS analyses and forecasts from Fleet to serve asinitial and 6-hourly boundary conditions.� Begin blending special REINAS observations into analysis with a regional O.l. ormultiquadric analysis especially over the inner domain.� More thorough veri�cation.� Begin development and testing of 4DDA system.For the more distant future (FY 96) we plan to:� Adapt COAMPS (sigma-z) when it becomes available.� Nonhydrostatic, go down to 1 km or less horizontal resolution.� Implement 4DDA system.� Run in coupled mode with ocean model.



6.3. Ocean Modeling 496.3 Ocean ModelingAs part of REINAS3 we have a need to �nd a method for practical interpolation andstate-estimation in oceanography to make the real-time measurements useful to users. Amethod that provides \added value" is also desirable. Linear interpolation between sparsemeasurements provides smoothing, but this may not conserve physical properties such asmass and momentum.
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Figure 6.2: Monterey Bay Ocean Model Grid (2km x 2km Spacing)Another approach is to use some version of stream function and vorticity �elds tointerpolate between measurements. This has a long history in uid dynamics, particularlyin meteorology. After some experimentation with this we went to a more complete physicalapproach of using an numerical ocean model.The model selected was the public domain Princeton Ocean Model, usually called the\Mellor Model". It was originally developed by George L. Mellor and Alan F. Blumberg[BM87] and has since been developed and applied to many oceanographic problems withinthe Atmospheric and Oceanic Sciences Program of Princeton University, NOAA's Geophys-ical Fluid Dynamics Laboratory, and Dynalysis of Princeton [EKM92].Princeton Ocean Model has the advantages of being small enough to run on a worksta-tion, has good physical approximations, is easy to modify for boundary conditions, and isfreely available. We obtained a copy of the code and documentation from NOAA/GFDLby �le transfer (ftp gfdl.gov). Since then we have experimented with it in conjunctionwith the IBM Data Explorer and have inserted the Monterey Bay bathymetry as boundaryconditions.We have used a 2 km x 2 km grid over the Bay region only. See Figure 6.2. TheMonterey Bay canyon causes di�culties in the model because of the very steep canyonwalls.The principal attributes of the model are:3Ocean Modeling section by Harwood Kolsky, UCSC



50 6. REINAS Observations and Models1. It contains an imbedded sub-model to provide vertical mixing coe�cients. Thisproduces realistic bottom boundary layers.2. It uses sigma coordinates in which the vertical coordinate is scaled on the watercolumn depth.3. The horizontal �nite di�erence scheme is staggered, usually called the \Arakawa C"di�erencing scheme. The model uses curvilinear orthogonal coordinates, which canbe a rectilinear or a spherical coordinate system as special cases.4. The horizontal time di�erencing is explicit whereas the vertical di�erencing is implicit.The latter eliminates time constraints for the vertical coordinate and permits the useof �ne vertical resolution in the surface and bottom boundary layers.5. The model uses a free surface and a split time step. The external mode (i.e. surface)is two-dimensional and uses a short time step based on Courant, Friedrichs, Lewy sta-bility conditions and the external wave speed. The internal mode is three-dimensionaland uses a longer time step.6. Complete thermodynamics have been implemented.6.4 Data Assimilation Plans for Atmospheric Modeling in REINASData assimilation 4 is required to make full use of the diverse and asynoptic nature ofthe REINAS observations. Simple interpolation schemes has been installed in REINAS togenerate �elds for visualization. However, simple interpolation does not account for thedynamic balances inherent in the atmosphere.6.4.1 Requirements for REINAS Data Assimilation� Requires system that can produce �elds with proper scales represented in the variousnests of the model domain.{ 1-5 km scales for the dense observation network over Monterey Bay.{ 30-100km scales for the West Coast domain of the outer model nest where onlyroutine observations are available.� System must be able to blend observations with model �rst guess in a dynamicallybalanced manner� Scale di�erences require proper \weighting" functions for dense versus sparse obser-vation regions.� System must be e�cient to run in a short period of time to produce analyses in nearreal-time.6.4.2 Proposed System� Multiquadric interpolation as a basis for the data assimilation.{ Multiquadric (MQ) is similar mathematically to Optimum Interpolation but useshyperboloid basis functions.{ Temporal interpolation can be included if needed as well.� MQ interpolation has advantages over other data assimilation methods.4This section by Wendell Nuss, NPS



6.4. Data Assimilation Plans for Atmospheric Modeling in REINAS 51{ MQ can easily account for data density variations which are important in thecoastal region.{ OI functions used in large scale modeling are not appropriate for small mesoscaleproblems, consequently they must be derived for new mesoscale situations eachtime.{ MQ uses a set basis function that performs superior to the OI basis functions inside by side tests.{ Other methods such as adjoint or Kalman �ltering techniques are too computa-tionally expensive.� Blend model �rst guess with observations using model dynamic equations as a con-straint on the MQ matrix solution.6.4.3 Status and Plans� MQ code is running routinely at NPS to produce surface analyses for West Coast.{ Present operational version does not use model �rst guess.{ Use of model �rst guess has been solved and extensively tested on several cases.� Need to extend to 3- and 4- dimensions.{ Proof of concept tests have been done and published by Nuss (1994).{ Construction of working system part of work by NRC post-doc, Supachai (Pom)Sirayanone.� Need to add dynamic constraints and make system operationally viable for real-timeapplications.



52 7. REINAS Long-Term Goals7. REINAS Long-Term Goals7.1 Goals of The REINAS System Research and Development7.1.1 Initial GoalsThe goals of the �rst two years of the project have been to analyze, develop, andtest the elements of a prototype system. REINAS has demonstrated the feasibility ofreal time data collection from sources and the dissemination of regional data to supportenvironmental visualization. The goals for REINAS have been re�ned because of theexperiences, and changes in demands on system. We quickly summarize the goals fromthe prior progress report, and discuss the directions for our near-future and long-termresearch and development goals. REINAS is designed for regional scale, as opposed to globalscale, environmental science. The three modes of data access are real-time, retrospective,and nowcasting access. In the immediate term, retrospective access is essential for ourcollaborating environmental (oceanographic and meteorological) scientists, while the real-time and nowcasting are active research goals. An example of the real-time use is theautomatic alert when a given phenomenon or condition arises in the data.REINAS is also designed as a physically distributed system, in terms of the instruments,database, and users. The instrument network has also proven to be very challenging inimplementation and integration. Many new instruments have been made available, butare di�cult to incorporate into a prototype system. Important work has been done in thedevelopment of an instrument network using radio modems, and routing data with Internetprotocols. Several radio links and land line links have been operational for the majority of1994. Also, longer term research has been completed on protocols and schemes for dynamicwireless networks. Improved network infrastructure in dynamic, intermittent, and wirelessnetworks remains a high priority goal for our research.7.1.2 Distributed DatabaseThe database system is also to be distributed, and a current research goal is also tomake the database federated. A federated database provides linking and access to di�er-ent database schemas which need not be identical. This will be a signi�cant contributionof REINAS, both because of the regional data management schemas available, REINAS,MBARI, NPS, and FNOC, but also because it is a current commercial and research de-velopment challenge. A continuing goal for the REINAS data schema is the handling oftechnology and representation generations of data. This long-term approach to data man-agement is necessary for maximizing the return from the large investments required in datacollection, as the important work is done through retrospective studies and data dissemi-nation [GM93].7.1.3 VisualizationVerity visualization (the true visualization) is an important aspect of both the datamodel and the visualization. We have made a concerted e�ort to quantify the data uncer-tainty in each of the measurement and modeling processes, and to include these uncertaintieswith the information system.



7.1. Goals of The REINAS System Research and Development 53The REINAS information model attempts to do away with the practice of separatingdata and metadata, because the conditions under which any scienti�c observations are made(contained in the metadata) are important to analysis and interpretation. The legacy ofthe data requires improved information models, which we have developed, but the modelrequires in depth analysis and evaluation to measure our success. Operational use will alsochallenge and evaluate the success of the data model.Because the users are also to be distributed, we have collaborative visualization software,or CSpray discussed in the report. We also have single user visualization applications (Spray,Mosaic MET) running now. The success of the Internet and distributed processing systemsresearch has made this initial milestone possible. Support for future real-time (and not beste�ort as used in the Internet) and nowcasting applications will require research into moreparallel and distributed applications and libraries to meet the throughput requirements. Anexciting near term-goal is the migration of the REINAS collaborative applications onto theregional ATM (Asynchronous Transfer Mode) real-time network. Continuing improvementsin user interface and functionality drive the work in our environmental visualization.The primary products of REINAS are quantitative outputs, and graphic visualizations.The work in visualization methods is fundamental, and includes usability, multi-media,networking, and visualization methods. We are also actively working on new methods forvisualizing the uncertainty associated with data and with the visualization process. Theability to provide the uncertainty directly in the visualization is exciting, for it gives ourusers an additional means of evaluating the data validity. Other developmental goals includethe porting of the visualization software onto non-Silicon Graphics platforms. OpenGL andMotif are planned in the reworking of both Spray and CSpray which has already started.Much of the code in Spray is not GUI related, and the porting should be quite feasible.7.1.4 Science GoalsAn early goal of the project was to have an evaluation phase, using the Sea-Breezephenomena as an atmospheric event to be studied. The prototype system did not havea large enough variety of instruments, nor su�cient and useable applications to supportour science goals in 1994. Because the prototype cannot support operational users easilyuntil a large variety of instruments becomes available, it was decided to focus on utilitiesto make the system easier to use{closer to \plug and play." We do have much of the datacollected from our set of windpro�lers and MET stations during the Monterey Area ShipTracks (MAST) and coastal meteorology experiment available to retrospectively load intothe REINAS database. A support utility has been developed to create load paths for newinstruments. This should facilitate the addition of new data sources into the informationmodel. The data load paths are a considerable challenge, and further re�nements of thesesupport tools will be a signi�cant contribution of our REINAS research and development.An evaluation is planned where students at NPS will experiment with adding load pathsinto an instance of the REINAS information system.Other science goals in the Phase III report [MLGL+94] were to provide more standardproducts, or products that meteorologists routinely look at, to enhance the atmosphericmodeling abilities, and to enhance the REINAS station network by adding new stations.The standard product features have been added to our Spray visualization software, andallow examination of data from the NORAPS atmospheric model, and of GOES satelliteimagery with an easy-to-use interface. An ancillary goal for the standard products was touse them as a means of REINAS access to support other operational users.



54 7. REINAS Long-Term GoalsThere is limited access to meteorological station data through Xmet and Mosaic Met, butthe standard products in Spray are not yet accessible. When REINAS becomes operational,there will be opportunity to evaluate our standard product applications and delivery to theMonterey Bay and San Francisco Air Pollution Control Districts, the National WeatherService Monterey Forecast O�ce, NOAA Fisheries and others who have expressed aninterest. The products will be an excellent source for collaborative learning and research.A better evaluation by scientists will be possible as more data sources are made available.The atmospheric modeling and data assimilation research goals directly a�ect theusefulness of REINAS as a regional tool. Work is ongoing to reduce the grid spacings in theNORAPS model so that its output is of more utility in a smaller region. The time requiredfor output to be made available needs to be reduced. This requires better techniques fordata assimilation in order to account for the instabilities introduced by the abrupt changescaused by assimilation of new measurements.Reducing the regional scale and the time step is critical for nowcasting, an ongoinggoal for the REINAS system. The challenges in regional forecasting include the lack ofsmall scale observations and limited knowledge of how to dynamically constrain solutionson small scales. We expect to do this, and to display uncertainty about the product, whichwill be something unique and very useful. The ability to view, in real-time, the updatesof the nowcasting model also drives the visualization algorithm and software development.An iterated development and evaluation of the visualization tools has provided for a closecollaboration between computer scientists and environmental scientists.7.1.5 New StationsStation enhancements, include adding sensors where additional information will appre-ciably help the model assimilation process, is dependent upon the quality of modeling andinterpolation developed. The possibility of using REINAS as a real-time system is com-pelling when one realizes that steerable instruments could be placed based on the conditionsrequired, which saves money on the number and density of stations used, and yields betteroutput results. A closed loop of data gathering, loading, querying, nowcasting, and decisionmaking can provide features that would give scientists more for their money, and makereal time another necessity for environmental research. Extensions of the present portablemeteorological station (Port-a-Met), and construction of additional portable platforms areincluded in our plan. NEXRAD (Next Generation Radar) that is capable of a large rangeof environmental measurements has been installed on Mount Umunhum and should beavailable to us in the future.7.1.6 User Speci�c Goals and Tasks1. Develop the load paths for the additional data sets to allow development of dataassimilation and visualization tools.� Load the UNIDATA surface land and ship data.� Load the UNIDATA rawinsonde data.� Load CDF data on hourly basis.� Load MBUAPCD and BAAQMD data once a day until more is available.� Develop decoder and load aircraft reports on 10 minute basis.



7.2. Detailed Goals from the Systems Perspective 55� Load the UNIDATA large-scale model �elds.� Load the GOES imagery.� Load AVHRR imagery.� Add video-camera sensors to the real-time REINAS network.2. Develop the federated data base capability across the network to NPS and MBARI.NPS will need support in the installation of a REINAS data base to manage theNORAPS model �elds and other data native to NPS.3. Fine tune the standard visualization products and develop animation capability fordisplay of large scale model �elds as well as NORAPS �elds. (This is the most userapproachable part of Spray and is most likely to sell it to other users. Contour labelingis de�nitely desired.)4. Develop the capability of working with observations, models and satellite imageswithin the \analysis mode." (Analysis means diagnosis of the atmosphere from allpieces of information that represent it.)There is a need to develop capabilities to indicate data uncertainty, and the abilityof Spray to correctly treat multiple vertical coordinates such as height, pressure orsigma coordinates. This will require some de�nition of horizontal surfaces when theyare desired. We expect that di�erent models will require di�erent techniques.5. Develop analysis capability using REINAS observation network for data gathered insummer 1994. The key here is to develop a method for initializing the NORAPSmodel from observations in real time. A working data base and API will help andsave redundant code writing.6. Develop data assimilation that is continuous (or at least as frequent) as the datacan bear. Techniques to be explored or extended include the use of multiquadricinterpolation in the NORAPS model as a constraint [NT94]. Kalman �ltering shouldbe explored also using simpli�ed models for state estimation.7.2 Detailed Goals from the Systems Perspective1. To make REINAS into a long-term, retrospective scienti�c analysis tool collecting datain real time. This implies that the schema and API meet their objectives, which requirethe incorporation of di�erent data streams, demonstrating changes of calibration, andquality checking the data. There must be a long-term strategy for bringing parts ofdata bases, network, and server components down, while maintaining the integrity ofthe system. This requires that processes, deployment, etc., and uncertainty featuresin the schema be debugged, and evaluated. It also requires that serious science usersuse REINAS for retrospective analysis, and to achieve their science goals.2. To have REINAS show novel use of closed loop control for guided measurements ofsparse data to reduce uncertainty optimally. This requires:� The Real Time Cache and API work quickly in practice.� The existence of a working guided instrument, and/or a test set up with sensorsand a guided instrument. This task could be shown with a simple test set up, asimulator/emulator, a nowcasting model, and a reasonably populated data base.



56 7. REINAS Long-Term Goals� The characterization of the delays in the system: load delay, network delay, querydelay, model delay, be characterized, and the resulting sum of delays be analyzedas to what the maximum delay is for di�erent types of real-time control.� End-to-end performance as the priority. This implies trade-o�s. All of theplanned features (e.g. the retrospective, and data lineage features.) may notbe implementable and evaluated for the present study.3. To have REINAS facilitate the rapid application development for scienti�c inquiry ona large body of data. This implies a robust API at a high level that scienti�c pro-grammers can use and an electronic library managing a hierarchy of storage devices.The API requires:� The object API de�nition and implementation to be re�ned for ease of use, andextensibility.� Cross platform development, and likely, a set of test and example applicationsillustrating various features of the API, perhaps even an application builder thatwould incorporate the appropriate API calls.� Generalization of concepts so the API can handle more than metstations, windpro�lers, and related instruments.� More examination of the language and application building issues, GUI indepen-dence, and the incorporation of real time and best e�ort streams.� Follow up on the attractive avenue of research for the collaborative visualizationand the ATM.The electronic library requires means for managing and accessing the indices orcatalogs of data stored, and the management of the data collections, including:� Support for data migration up and down the storage hierarchy.� Performance modeling and optimization of data migration.� Performance prediction, to provide users with meaningful estimates of the timerequired by the system for delivery of requested data.4. To have REINAS provide combined measurement/model data for nowcasting andnovel visualization synthesis, as well as data assimilation. This requires:� Model data within the database.� API supporting model data,� Graphics API solving irregular gridding,� New nowcasting models, and assimilation methods.� Visualization software to work with disparate scales and samplings of data.5. REINAS tools to allow rapid incorporation of environmental instruments into a scal-able, relocatable system. This requires:� Excellent utilities that automate incorporating new instruments into the schema.� Utilities for capturing metadata.� Visualization software to be general, allowing di�erent regions to be used withany type of sensor.



7.2. Detailed Goals from the Systems Perspective 57� Utilities for the rapid deployment of instruments and REINAS system for con-ducting experiments.� Scalability to be tested, including the network loads, data base loads, and in-struments loads.� A usability study to demonstrate incorporating a new instrument, and newinstances of instruments easily into a version of the system.� Ultimately a true relocation experiment will be necessary. For example, connect-ing to a network of instruments within the Gulf of Mexico, and getting the im-portant regional/coastline data, and instrument data quickly loaded, debugged,and optimized.(This goal is probably the easiest to envision, but the hardest to achieve.)REINAS FUTURE SCHEDULE� o July 1994 { Begin Phase IV{ Real-Time Experimentation / System Veri�cation{ Visualization Directly from Database{ Support Mobile (sea and land) Instrument Platforms{ Connection of Additional (and advanced) Instruments� CODARs� Wind Pro�lers{ Support Federated Databases{ Initiate Use of Collaborative Visualization{ Provide REINAS as Real-Time Data to Pt. Lobos ROV operations, buoy support� o July 1995 { Begin Phase V{ Re�ne / Extend System and Security{ Video Cameras as Digital Instruments{ Database Support for Automated Data Quality Monitoring{ Dynamic Network Topologies{ Evaluation of New Technologies{ Extend REINAS to Additional and New Instruments (e.g. NEXRAD){ Use Combination of Models and Measurements for State Estimation{ Support Collaborative Visualization over (high speed) network{ Support Operational Users (e.g. air pollution monitoring, forest �re, �sheries){ Develop REINAS System for port to other locales� April 1997 { End of URI FundingTable 7.1: Schedule of REINAS Future Plans
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