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4 0. ABSTRACT0. ABSTRACTREINAS is a research and development program with the goal of designing, developingand testing an operational prototype system for data acquisition, data management, andvisualization. This system is to support the real-time utilization of advanced instrumenta-tion in environmental science where continuous time measurements and improved spatialresolution allow monitoring and understanding environmental phenomena in much greaterdetail than has previously been possible. The system will also support the retrospective useof integrated environmental data sets.The project is a multi-year e�ort of the Baskin Center for Computer Engineering andInformation Sciences of the University of California, Santa Cruz, in cooperation with envi-ronmental scientists from the Naval Postgraduate School (NPS), Monterey Bay Aquar-ium Research Institute (MBARI), and the Center for Ocean Analysis and Prediction(NOAA/COAP).This report documents the second phase of the REINAS project during which detailedrequirements for the system were de�ned. During this phase the user requirements for thesystem were sharpened, evaluations of the key components of the system were carried out,and selections of the technologies to be used in the prototype system were made. A projectplan for the system is described along with a re�ned version of the architecture and itssubsystems for data collection, data management, processing, and visualization.The objective of this document is to provide project participants and reviewers with adetailed requirements de�nition of REINAS as it enters the design and prototype implemen-tation phase. It spells out the technologies to be applied, and the plans for implementingthe project goals.



51. Executive SummaryThe Baskin Center of the University of California, Santa Cruz (UCSC), in cooperationwith environmental and marine scientists of the Monterey Bay region, from the NavalPostgraduate School (NPS), Monterey Bay Aquarium Research Institute (MBARI), and theCenter for Ocean Analysis and Prediction (NOAA/COAP), is creating a real-time systemfor data acquisition, data management, and visualization.The goal of \REINAS" (Real-Time Environmental Information Network and AnalysisSystem), is to support the utilization of current and advanced instrumentation in environ-mental science where continuous time measurements and improved spatial resolution allowmonitoring and understanding of environmental phenomena in much greater detail thanpreviously possible. This report documents Phase II { the detailed requirements de�nitionand preliminary architecture. Phase I [MLP+93] covered the requirements analysis.REINAS is a system for conducting both real-time and retrospective regional scaleenvironmental science, monitoring, and forecasting employing the Internet for connectivity.Instruments will be connected by both remote radio links and land-lines. Continuous real-time data are acquired from dispersed sensors and input to a logically integrated butphysically distributed database. REINAS provides a standard in-place mechanism foracquiring, delivering, managing, accessing, and analyzing data from multiple sources inthe region, reducing the need for ad-hoc per-experiment data system development.REINAS will be used both by scientists and operational users who require insightinto oceanographic and meteorological conditions. End users will have access to currentenvironmental conditions, system status, instrument status, result of simulations, and tothe historical database of the environment and REINAS system states. REINAS willsupport work for both remote/distributed users and single-users in a distributed Internetenvironment.REINAS focuses on small scale oceanographic and meteorological phenomena. Oneinitial proof-of-concept focus will be the local Monterey Bay seabreeze air/ocean phenomena.However, the system will be scalable and portable to di�erent spatial and temporal scales.The creation and use of information-describing platforms, sensors, users, processes,experiments, instruments, sample plans, etc., (i.e., the Metadata), will be supported throughthe implementation of electronic logs. Data exchange with non-REINAS data sources will bean integral component of the REINAS system. An integrated workstation problem-solvingenvironment supports real-time control functions, scienti�c data analysis, visualizationand modeling. Data from sensors, the historical database, and models will be fusible.Automatic methods of alerting users to interesting changes in the environment will beprovided. Scienti�c data quality and scienti�cally valid database design will be critical tothe success of REINAS. It should be possible to assess the data quality and con�dence inthe displayed data.The REINAS architecture is distributed, extensible, and scalable. It combines advancesin the areas of real-time operating systems, networks, distributed/federated databases, elec-tronic libraries, data compression, pattern recognition, and visualization. The problem solv-ing and visualization environment will provide investigators with images of environmentaltrends and dynamic behavior in a geographic context.The REINAS project has 4 phases: (1) requirements analysis, (2) detailed require-ments de�nition of a prototype system, (3) prototype re�nement and support for generic



6 1. Executive Summaryinstrumentation arrays, and (4) proof-of-concept validation. The prototype REINAS willbe demonstrated incrementally as di�erent instruments and locations come on line. The�nal proof-of-concept system is expected to be an operational prototype demonstrating thesystem's capability is supporting operational use. It should also validate the system's ex-tensibility to meet a full suite of operational needs speci�c to a particular organization'sfunctional and performance requirements.



72. Scienti�c User's Perspective { Science/Instrumentation2.1 Key Scienti�c IssuesCurrent scienti�c applications and future operational applications will focus on theunderstanding, nowcasting and short-term prediction of mesoscale circulations particularlyin the coastal zone. One example of this type of mesoscale application is to understandthe interaction of the sea-breeze with the complex topography of the Monterey Bay region.Key scienti�c issues include:� The impact of the complex distribution of thermal forcing imposed by the localtopography on the three-dimensional evolution of the sea-breeze circulation� The interaction between the local cloud distributions and the wind �eld� The role of the topography in shaping the local wind pattern under a variety of large-scale ow regimes� The relationship between the local sea-surface temperature distribution and the windsand clouds� The forecasting of the time of sea-breeze onset, the extent of stratus coverage andtheir evolution.The application of REINAS to the study of the sea-breeze in the Monterey Bay regionrequires an enhancement of the local observing network and the use of routinely availableobservations as highlighted in the following sections.2.2 Routine Meteorological ObservationsAdequate application of REINAS to meteorological research or operations requires theuse of routinely available meteorological data. These data consist of standard hourlysurface observations, National Weather Service (NWS) ASOS surface observations, coastaland deep-water moored buoys, merchant ship observations, NWS rawinsonde observations,GOES satellite imagery and numerous operational numerical model output �elds. Theseobservational and numerical model data are required to de�ne the structure and evolutionof the atmosphere on scales that range in space from 200 km to 3000 km and in time from6 h to 48 h. This synoptic-scale structure provides the background within which the morelocalized events such as the sea-breeze occur and evolve.Nearly all of the synoptic-scale data are disseminated routinely over the Global Telecom-munications System (GTS) and can potentially be ingested into REINAS through a varietyof channels. Since most of this data are in a coded form, the coupling of REINAS to existingingest/decoding programs is needed. The most likely candidate is to utilize the UNIDATAdata stream and its LDM system for decoding and data ingest. Presently, the data arereceived through a satellite datalink but plans are to distribute this data via Internet. Analternative approach would be to access this data stream via Fleet Numerical OceanographyCenter (FNOC).



8 2. Scienti�c User's Perspective { Science/Instrumentation

Figure 2.1: Monterey Bay and Instrumentation Sites2.3 Additional Meteorological ObservationsSince the routine meteorological observations are insu�cient to address the scienti�cissues highlighted above, REINAS should be capable of incorporating a variety of obser-vational enhancements. To address the scienti�c questions associated with the sea-breezein the Monterey Bay region, these enhancements should include a network of surface ob-serving stations, a network of wind pro�lers with RASS, multiple CODARS, a networkof ship and buoy stations, and remotely-piloted aircraft. The network of surface observingsystems, both land and ocean, must be su�ciently dense in order to sample the dominantmesoscale structures produced by the topography and sea surface temperature variations.A network of wind pro�lers and remotely-piloted aircraft would be required to sample thevertical structure over the Monterey Bay region.The basic approach in designing the network of additional observing stations is to treatthe problem as one of nested scales of motion and to deploy observing systems accordingto the data needs for each scale. Synoptic-scale variations are adequately resolved bythe existing network of routine observations mentioned in the previous section. The oneexception to this is the lack of observations, even on the large scale, over the ocean. Driftingbuoys and adequate numerical model simulations can potentially �ll this gap. Research isplanned to establish the accuracy of the numerical model forecasts. An intermediate scale ishypothesized to cover the interior valley and mountains between the San Joaquin valley andthe coast. Within this intermediate scale, a small-scale network of surface stations coveringthe Monterey Bay is envisioned. This small-scale network would include additional landstations, moving ship-board stations, and 915 Mhz pro�lers with RASS around the Bay



2.4. Data Quality and Processing 9and on a ship. Research is planned to determine the best siting of the instruments as wellas determine the number needed. Preliminary estimates suggest that as many as 25 newsurface stations on land and 5-6 ship stations are required. The CODARS are essential forproviding very detailed over water wind and surface current measurements (approximately2 km resolution). These instruments provide the �nest-scale structure in the nested array.The most critical area of measurement needed to fully describe the sea-breeze is somevertical structure. This is a classic problem in meteorology and the best approach tosolving this problem is to use high temporal frequency measurements and interpolate inspace from these measurements. Adequate coarse spatial resolution over the Monterey Bayand adjacent region can probably be obtained with 5-6 915 Mhz pro�lers. NPS has onethat can be used for development purposes. Negotiations with NOAA Wave PropagationLab (WPL) are planned (and additional funding sought) to obtain 5 or 6 additional pro�lersincluding one shipboard pro�ler for a time limited demonstration period. This REINASdemonstration period must be 1-2 months in duration when the sea-breeze is normally active(between April and September). In addition to the high temporal frequency observationsfrom the pro�lers, the use of remotely piloted vehicles (RPV's) to provide time-limitedbut spatially dense measurements above the surface is desired. These instruments addan important interactive capability as well as providing critical detailed vertical structuremeasurements of important structures in the atmosphere.2.4 Data Quality and ProcessingThe data quality and the methods used to extract meaningful measurements from rawobservations are critical issues that impact the scienti�c application of REINAS. For theroutine observations, the data quality cannot be inuenced but e�orts must be made toassess the quality of each measurement. Calculation of root-mean squared errors relative tolarge-scale analyses can identify biases. Other methods of assessing data quality of existingstations are under investigation. For the additional instrumentation deployed as part ofREINAS, research quality instrumentation is needed to ensure accurate measurements andreliable stations. The accuracy speci�cations are covered elsewhere for speci�c instruments.The more signi�cant issue is how best to extract meaningful meteorological or oceano-graphic measurements from the raw observations. High temporal frequency observationsthat are spaced between 20 and 200 km apart present a challenging analysis problem. Theprimary scienti�c goal is to represent the three-dimensional ow over time from these setsof observations. Su�cient averaging or Fourier extraction from the high frequency obser-vations must be done. Ideally, REINAS will store raw high frequency observations for asu�cient period to allow the user to investigate the best method for deriving spatially mean-ingful �elds from these data. Another associated issue is the methods used to represent thespatially scattered observations during visualization. Traditional data assimilation meth-ods are not appropriate for the scales being sampled by the REINAS network. Standardmathematical interpolation techniques fail to utilize inherent dynamic relationships betweenobservations. Research is underway to test methods of data assimilation that make use ofdynamic constraints as well as accurate mathematical interpolations. The eventual use ofa mesoscale numerical model within REINAS is desirable for this problem.



10 2. Scienti�c User's Perspective { Science/Instrumentation2.5 Mesoscale Numerical ModelingIn addition to potentially providing a crucial base from which to perform quality con-trol of the special data and real-time data assimilation of all observations, a sophisticatedregional mesoscale coupled atmosphere-ocean numerical model is necessary in order forREINAS to become a fully integrated nowcasting and forecasting visualization tool. Sucha model, e.g., the Navy's Coupled Ocean and Atmospheric Prediction System (COAMPS)or the Penn State/NCAR mesoscale model (MM5), with the exibility of multiple horizon-tal nesting and state-of-the-art physics will provide REINAS dynamically consistent timecontinuous �elds from which high quality visualizations of the current and future evolutionof the ow can be made. Furthermore, the utilization of a numerical model will enablescienti�c investigation of the various physical phenomena a�ecting the REINAS region ofinterest.Conceivably, the model could be used in two modes. The �rst mode would be in anupdate cycle where the model simulation is inuenced by incoming conventional and specialdata. In this mode, the model would be run continuously but in short discrete burstsoptimally designed to not lag or outrun real-time to any great extent. The \nowcast"simulations obtained in this mode could be used as a quality check for the incoming data,for example, with problem observations either corrected or discarded and the simulationburst run over. These simulation bursts could then be used for visualization. The secondmode would be a pure forecast cycle in which a simulation of some longer duration wouldbe generated from the latest analysis. These forecast simulations could be used to makepredictions of the ow at a later time, which would aid in the decisions of whether to initiateany special data collection activities.Research is necessary to successfully implement a mesoscale regional model for theMonterey Bay area. Speci�c issues include the model to use, the proper horizontal domainand nests, vertical resolution, the availability of su�cient upper-atmospheric measurementswithin the mesoscale domain and the upstream boundary over the normally data sparseocean. A critical research issue is the technique utilized to ingest incoming variable datastreams from diverse sources into a simulation.



113. Requirements Analysis3.1 User Pro�lesAs part of this phase of requirements analysis, the potential users of a REINAS systemwere identi�ed. In the prototype implementation we may not be able to work directly withusers from all of the categories so de�ned, but we will attempt to provide functionalityrelevant to each of the categories.The initial user community served by REINAS will consist of the REINAS sciencepartners located at NPS and MBARI. The developers themselves will serve as the targetpopulation for the engineering aspects of the system, e.g., instrumentation engineers andsystem developers.The user pro�les de�ned are listed in the following sections.3.1.1 Operational Users:� Operational Forecaster: Needs current situation visualization, nowcasting, and short-range forecasting. Traditional meteorology map product displays are required. Aneasy to use suite of \canned" products must be available. Easy, fast access to previousenvironmental situations with a similar signature would provide a new, signi�cantcapability.� Operational Policy Maker/Planner: Needs integrated "birds eye" views of completegeographical area and the ability to focus (zoom in) on smaller, speci�ed areas ofinterest. The ability to set up scenarios (models) and view results is desirable. Auser-friendly interface similar to that of operational forecaster is required.� Disaster Control: Needs immediate view in the form of current observations, nowcasts,and local climatologies. Requirements similar to operational planner, but requiresadditional map data and products, i.e., environmental Sensitivity Index maps. Alsowill require the capability to plug-in models speci�c to the hazardous response activity.� Students and Casual \browsers": Need canned products and rapid visualization, i.e.,access to precomputed visualization results. An integrated visualization and \dry-lab"modeling capability makes REINAS a signi�cant educational asset. It should likewiseprovide a base for educational research projects.3.1.2 Scienti�c Users:� Retrospective Researcher: Needs synoptic views and historical analysis. Requiresdata quality information, ability to readily construct complex database queries, andability to write C programs which access REINAS data and functionality through welldocumented APIs. Should also be able to make SQL queries. These custom programsare to become part of the individual researchers REINAS environment.� Experimental Researcher: Needs include those of both operational forecasters andretrospective researchers, as well as ability to monitor instrument status, controlinstrument settings, and view \data streams" in real-time.� Sensor Scientist: Needs detailed control of instrument and detailed view of instrumentstatus. Requires simple mechanisms for interfacing and low-level real-time control.



12 3. Requirements Analysis3.1.3 Developers/Intrumentation Engineers:� Instrumentation Engineer: Needs a \cookbook" approach for adding new instrumentsto REINAS. Support tools should be such that REINAS is the environment of choicefor a new instrument development project. REINAS should provide interfaces toinstruments, e.g., for calibration or other parameter changes.� Network Engineer: Requires tools to support an enterprise scale/style network usingInternet.� System Developer: Requires well documented APIs providing access to all REINASfunctionality, ability to readily integrate and test new REINAS applications, abilityto run a REINAS node in \development" mode, and debugging and timing tools.� Database Administrator: Need traditional capabilities, e.g., ability to tune database,ability to visualize its utilization and access patterns, and ability to de�ne databaseorganization at both physical and logical levels. Automating these functions is aresearch topic.� System Manager/operator: Need traditional capabilities, e.g., ability to control user'saccess/capabilities, ability to view system status and utilization, and ability to tunesystem on-the-y.3.1.4 Special Applications:Some users of REINAS services will be automated procedures which require timely andregular access to data and sensors. Pro�les for this class of user will probably grow overtime but for now we can identify two primary categories.1. Data Mining Applications: A suite of applications, which run continuously in thebackground, to detect and classify signi�cant patterns that may exist in the obser-vation data across multiple scales in space and time. The system must be able togracefully distribute the loads placed on it by these applications to times of minimalimpact on primary operations. In addition, the system should support the capabilityto easily extend the number and type of these applications.2. Standard and Customized Product Generation: A suite of applications which producescienti�c or engineering information products. The products may be produced ona regular schedule, based on the occurrence of an event, or based on input dataavailability. The system must able to maintain a description of and requirements forsuch products and produce them accordingly. Standard products are those neededby a large cross section of REINAS users or by high priority users. In addition, thesystem should provide a capability for users to build customized product pro�les forautomatic production by the system.3.2 Data Acquisition and Delivery RequirementsThere are three major types of system requirements in REINAS: data acquisition anddelivery (DA), data management (DM), and data visualization (VS). The rest of thissection addresses each type of system requirement. System requirements are expected toevolve throughout all phases of the project life-cycle.



3.2. Data Acquisition and Delivery Requirements 13These requirements de�ne the kind of acquisition devices and delivery environment thatREINAS must accommodate and integrate into a seamless whole. Detailed requirementsfor interfacing to external data sources will be de�ned in the next phase of the project.3.2.1 DA 1: REINAS Instrument Data SourcesThe REINAS system is being designed to accomodate data from a variety of data sources,especially surface and ocean MET stations, wind pro�lers, current pro�lers such as theCODAR and ADCP, and satellite imagery.MET stations will be the most numerous class of data source connected to REINAS.Scienti�cally interesting or research quality stations must include sensors that measure �vebasic properties to the accuracies speci�ed in Table 3.1: air temperature, pressure, humidity,wind speed, and wind direction. In addition, other instruments to measure short and long-wave solar radiance and precipitation may also be present and of interest. MET stationinstruments can be sampled as often as desired. REINAS is experimenting with sampleperiods as small as one second and generating averaged datasets for archival with temporalresolutions of one minute; however, a wide variety of sample periods will be prevalent amongREINAS-accessible MET stations.Measurement Resolutionair temperature �0:1 �Cbarometric pressure �0:1 mbrelative humidity �0:01 %wind speed �0:1 m/swind direction �1:0 �Table 3.1: MET Instrument TolerancesWind pro�lers generate a vertical pro�le of the atmosphere above the instrument; byexamining the strength and phase shift of radar return echoes, the wind speed and directionat various heights can be determined. Over a prescribed time interval (nominally one hour),a wind pro�ler generates an array of wind velocities, indexed by height, with typical verticalresolutions of 250 m to altitudes below 7 km.Surface and ocean current pro�lers, such as the CODAR and ADCP, generate currentdata in a variety of forms. Individual CODAR stations generate surface current speedsfor various angles and distances along radials extending from the CODAR instrument site.Radial data from two or more appropriately located CODAR instruments can be combinedto generate more useful two-dimensional gridded datasets of surface current velocities.Typical CODAR sampling periods are one to three hours, although interesting data canbe extracted in shorter intervals. The ADCP provides ocean current pro�les below thesurface; typically mounted on surface buoys or ships, these instruments generate an arrayof ocean current velocities, representing the motion of ocean below the ADCP with typicalresolutions better than 10 m to depths of 250 m. A typical ADCP sampling period is 15minutes.Satellite imagery from NOAA polar orbiters and GEOS geosynchronous satellites willalso be incorporated into REINAS. Although typically limited to four passes generatingusable data of Monterey Bay per day, polar orbiters provide relatively high resolutionimages at multiple infrared wavelengths. Complementing this source, GEOS images can



14 3. Requirements Analysisbe obtained hourly and provide larger scale but also lower resolution images. Both sourcesare scienti�cally useful to REINAS, allowing cloud cover, sea temperature, and solar energycontributations to be measured.Thus, REINAS must be able to accept data from many diverse sources at greatly varyingrates. Sampling periods may be as short as one second (e.g., surface MET stations) or aslong as several hours (e.g., vertical wind pro�ler or CODAR in long-term averaging mode).Instrument interfacing hardware will also vary greatly. Some instruments, such as surfaceMET stations, will provide relatively primitive interfaces (e.g., a generic datalogger). Othersmay interface to REINAS using modern microcomputers (e.g., CODAR).Another design consideration related to instrumentation is the need to accommodateinstruments that require low-power consumption, at least for the transmission of data.Examples of such systems are MBARI's OASIS buoys located in the Monterey Bay, whichprovide a large collection of useful data appropriate to REINAS. Power considerationscan limit the nominal sampling rate of an instrument to something larger than what wouldotherwise be desired; or more likely, a strict power budget can impose long latencies (hours)which delay the reception of data into the REINAS system.To help isolate the majority of the REINAS architecture from the details of eachinstrument installation, REINAS will operate on the model that each instrument has amicrocomputer-level interface available. When no such microcomputer already exists aspart of the interface, REINAS requires the addition of such a computer; in practice, this isneither a di�cult nor expensive requirement to impose, especially when compared with thecost of the typical instrument (in most cases, surface MET stations).The following paragraphs summarize speci�c characteristics of the data sources inREINAS, including their number, data rates, and compression requirements.Instrument Data Source Characteristics:1. MET stations: Ideally, REINAS will have real-time access to approximately 25surface MET stations in the Monterey Bay area. Currently, REINAS receives datafrom six MET stations. Sampling periods will vary from one second to �ve minutes,depending on external factors. Even at one second sample periods, the typical METstation generates data at rate well less than 300 characters per second. At these highsample rates, MET station data is also extremely compressible for archival purposes;compression ratios of 10 to 25 are reasonable. MET station data will be maintainedat received time resolutions for a period of about two weeks, after which it will beaveraged to a standard temporal resolution (probably one minute) for archiving.2. Buoys: Ocean buoys moored in or near Monterey Bay are a primary source of oceano-graphic data for REINAS. Currently, two MBARI ocean buoys provide REINAS withocean surface MET data, ocean current ADCP data, ocean chemistry (CTD) andcomposition data, as well as other measurements on a regular basis.3. Wind Pro�ler Radar: Currently, REINAS receives data from one wind pro�ler,although the potential for as many as eight sites over some time periods exists. Windpro�lers average radar return echoes to generate relatively noisy six minute samplesas well as relatively clean one hour pro�les.4. CODAR: REINAS expects to receive radial data directly from CODAR instrumentsites in real-time, allowing REINAS scientists to work directly with this \raw" dataor generate gridded vector images of ocean surface currents. Radials can be collected



3.2. Data Acquisition and Delivery Requirements 15at half hour intervals, although longer sample periods are necessary to reduce noiselevels.In addition, REINAS may also receive CODAR spectra, allowing other parameters,such as surface winds, to be estimated using new algorithms. Collection of rawCODAR spectra will dramatically increase the amount of data received from CODARinstrument sites.5. Satellites: Satellite images from geostationary GEOS and NOAA polar orbitersrepresent the largest regular instrument datasets REINAS is likely to encounter.Typical GEOS images are 1024 � 600 pixels in size with approximately 8 km spatialresolution and one byte (256 levels) of �delity per channel. AVHRR images fromNOAA polar orbiters vary in useful dimensions, but one full pass can generate asmuch as 8 MB of data.Depending on the number of passes from polar orbiters and the exact size and reso-lution of the extracted images, satellite imagery can generate as much as 20 MB (andpotentially more) raw data daily.6. Shipboard Instruments: Ocean surface and subsurface observations will be avail-able from ships which are connected to the network via microwave, satellite, and/orpacket radio links to shore. Typical observations of interest include but are not limitedto surface meteorological parameters, ocean surface temperatures, current velocities,solar radiation, chemical nutrients. Many of these data streams are available at onesecond sampling intervals. In addition, current velocity pro�les and standard hydro-graphic pro�les of physical, chemical, and biological measurements may be available.These data will typically be available in bursts at prede�ned stations where the verti-cal pro�les are taken. The Acoustic Doppler Current Pro�ler (ADCP) is an exception,this stream will produce pro�les regularly along the track of the ship.Summary of Data Rates: Table 3.2 provides estimates of the daily data rates andtotal archiving requirements expected to be collected by REINAS with all instrumentsoperational. The discussion in Source Characteristics describes the table and presents ascenario that addresses the issues of what kinds of data are collected, the forms in whichthe data are maintained (raw, averaged uncompressed, averaged compressed), the amountof time it is kept in each of these forms, and based on this scenario, the total amount ofdata which must be maintained by REINAS.Instrument Expected Sample Average Bytes/ Bytes/ Bytes/ Bytes/ EstimatedNumber period period average day per day day after compressionperiod instrument (all) compression ratioMET station 25 1 sec 1 min 90 128 kB 3.20 MB 128 kB 25Pro�ler 8 6 min 1 hour 6144 144 kB 1.15 MB 115 kB 10ADCP 2 15 min 15 min 1280 120 kB 0.24 MB 48 kB 5CODAR 3 3 hours 8192 64 kB 0.19 MB 19 kB 10AVHRR 4 8 MB 24.0 MB 1.2 MB 20GEOS 1 1 hour 1 hour 600 kB 14 MB 14.0 MB 720 kB 20Totals 22 MB 42.7 MB 2.2 MB 20Table 3.2: Expected Instrument Data Rates



16 3. Requirements Analysis3.2.2 DA 2: Methods of Obtaining Local Instrument DataThe method in which data are obtained from a instrument can vary greatly frominstrument to instrument. The method of choice depends on the characteristics of theinstrument itself. For some instruments, data can be obtained only on a periodic basis,with each data update containing the average or raw data of multiple samples. The needfor periodic updates may arise because of the need to conserve transmit power, or the needto conserve transmission bandwidth. The demonstration system described in Chapter 5uses FTP to obtain data from MBARI's OASIS buoys on a periodic basis.The preferred method of obtaining data are by means of an interactive application, withwhich the instrument delivers data to the appropriate server in real time, and a server oran end user is able to control the instrument remotely.Regardless of the type of application-level protocol used, a TCP/IP, UDP, or RPC-level interface is needed on top of the network-level service to support the end-to-endservices needed by the application program used to communicate with or control the remoteinstrument. The data are exchanged between the instrument microcomputer (or equivalent)and the appropriate REINAS server. The underlying network support can be existingInternet links, dial-up commercial telephone SLIP/PPP links, or wireless modems.3.2.3 DA 3: Data from ModelsOutput from numerical models must also be accepted. Models tend to be very large sothat model data will normally be accessed over the network from an archive. The decisionswhether to save model output or to recompute it when needed depends on the economicsat the time. Grid spacing in models varies depending on the scale of interest. It rangesfrom tens to hundreds of kilometers in the horizontal. The vertical spacing is non-uniformranging from a few hundred meters to several kilometers.3.2.4 DA 4: Data from External SourcesREINAS will have to be able to import and export data sets from other externaldatabases in standard and non-standard formats.3.2.5 DA 5: Data CompressionThe system should include support for lossless and lossy compression of data, as ap-propriate [Wil91]. In REINAS, we estimate that some data will be averaged as soon asit is collected, and some will remain uncompressed. Two weeks is the estimated period oftime that real-time users will want data immediately available. The data collected hourlyfrom all MET stations will remain uncompressed. These data will be one minute averagescollected each hour. This data set will provide su�cient information to retrospective usersabout whether an interesting event has occurred. Uncompressed headers of compresseddata will allow indexing into compressed data �les in one hour intervals. The cost of �veparameters each requiring �ve bytes collected hourly from 25 MET stations and kept for oneyear is 5x5x25x24x365 = 5Mb. This is not very much considering its value to retrospectiveusers.



3.3. Data Management Requirements 17Adding all values in Table 3.2 in the column indicating the data collected from allinstruments per day gives a result of about 10Mb. If data are kept uncompressed for about2 weeks then uncompressed data will require from 100Mb to 200Mb storage space. Addingall values in the column for compressed data yields a result less than 1 Mb per day. Thismeans that less than 1 Gigabyte is likely to be collected in a year. Since the data collectedin a year can be stored on a 1 Gigabyte disk a retrospective user can retrieve data withoutrequiring that it be loaded from a tape. Of course this sizing may be an underestimate ifsome of the data sources turn out to be much larger.3.3 Data Management Requirements3.3.1 DM 1: Data Management Environment { Operational Pro�le;Clients; Data, Metadata, and Control FlowsThe REINAS Data Management component must serve all elements of the REINASsystem: (1) data acquisition and delivery, (2) standard product generation, (3) visualization,(4) system/network management and control, (5) application programs, and (6) scientistend-users
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18 3. Requirements AnalysisIt must provide access to data and information associated with the current, historical,and predicted geophysical environment within which REINAS operates. In addition, itmust track the state of acquisition equipment and support the process of instrument recon-�guration. In addition it must track the state of acquisition equipment, REINAS systemcomponents, and support the process of system recon�guration.Figure 3.1 shows a schematic of the context of the REINAS system. An overview of theREINAS data sources and users, and the data/control ow interfaces is shown.Figure 3.2 expands this to an overview of internal REINAS functional areas and theirinterfaces to the REINAS Data Management (RDM) function. It also depicts the owof data, metadata and commands among the components. Detailed evaluation of theseprocesses and data objects contribute to a generalized information architecture for REINASdata management. The architecture is described in an entity- relationship diagram withdetailed reports on the structure and content of each entity.The data management function must operate in an environment that spans geographi-cally dispersed system components that are implemented using diverse technological plat-forms (i.e., a heterogeneous distributed system). In addition, REINAS will not have com-plete control over all system elements. Individual nodes in the REINAS Data ManagementSubsystem may operate to meet the mission and needs of local users as well as REINASusers. Therefore, REINAS must e�ectively integrate nodes with autonomous control.
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3.3. Data Management Requirements 19Task Objectives, Object Types, and PerformanceTask Objective: MonitoringReplayingResamplingFusingSummarizingQuality Controlling (QC)ProducingExploringObject Types: Measurement Parameter Time SeriesObservation Parameter Time SeriesStatus Parameter Time SeriesQuality Time SeriesObservation Parameters State VectorObservation Parameter ProfileObservation Parameter FieldFeature/Phenomena/Event ObjectSourcesNetworksNodesProducts/Data SetsPerformance: Real-TimeRetrospectiveTable 3.3: A Classi�cation of REINAS Data Access OperationsIn addition, basic characteristics of typical DBMS systems (integrity control, securityenforcement, recovery, concurrency control, distribution of data, development tools, etc.),must be combined with characteristics of real-time systems (e.g., guaranteed response time).Other operational issues include generic data object types, physical storage and accessmechanisms, and data exchange mechanisms.3.3.2 DM 2: Data Management Usage { Realms, Functions, and DataClassesAn analysis of the anticipated client tasks of the REINAS Data Manager indicate thatthere is signi�cant overlap in their data access operations and objects. Separate designrealms may be classi�ed as the union of all tasks by di�erences in objective, data objecttypes, and performance expectations. The proposed classi�cation is listed in Table 3.3.Many task objectives span both the real-time and retrospective performance realms andapply to multiple object types. The object types may be further partitioning into threeseparate realms: (1) stream space for those aggregate objects of interest that are generatedfrom one source; (2) observation space for those aggregate objects that are of interest formultidimensional scienti�c analysis and display; and (3) system space for those objects usedto monitor and control the operation of the system.Table 3.4 lists the REINAS Data Management Realms partitioned by performance andobject type classi�cations. The Realm Characteristics are:



20 3. Requirements AnalysisRealm Topography and Associated FunctionsStream Space: Real-Time Retrospective1. Monitor Meas 1. Replay Meas2. Monitor Obs 2. Replay Obs3. Summarize Meas 3. Summarize Meas4. Summarize Obs 4. Summarize Obs5. Monitor Meas Quick QC 5. Historical Correlative QC6. Monitor Obs Quick QC 6. Resample Meas7. Produce Obs Quick QC 7. Resample ObsObservation Space: Real-Time Retrospective1. Monitor Obs State Vector 1. Replay Obs State Vector2. Monitor Obs Profile 2. Replay Obs Profile3. Monitor Obs 2D Field 3. Replay Obs 2D Field4. Monitor Obs 3D Field 4. Replay Obs 3D Field5. Monitor Feature 5. Replay FeaturePhenomena/Event Phenomena/Event6. Monitor Obs Quick QC 6. Replay Obs Quick QC7. Resample Obs Profile 7. Multiparameter Correlative QC8. Resample Obs 2D Field 8. Resample Obs Profile9. Resample Obs 3D Field 9. Resample Obs 2D Field10. Resample Obs 3D Field11. Fuse Obs Profiles12. Fuse Obs 2D Field13. Fuse Obs 3D Field14. Fuse Feature/Phenomena/Events15. ExploreSystem Space: Real-Time Retrospective1. Network Monitor 1. Network Replay2. Network Summary Monitor 2. Network Summary3. Source Status Monitor 3. Source Status Replay4. Source Status Summary Mon. 4. Source Status Summary Replay5 Data Product Status Monitor 5. Data Product StatusTable 3.4: REINAS Data Management RealmsStream Space: Comprised objects that are pertinent to the de�nition, status, andoutput of a single source of data. The source generates streams of objects that are boundedby start/end times determined by some criteria (e.g. data collection period, downstreamprocessing changes, etc). All output objects in a given stream are from the same sourcecon�guration, subjected to the same processing sequence, etc.Observations Space: Comprised of objects that are aggregates of objects from multiplesources that provide the intersecting parameter domains (e.g. all temperature measurementsfrom all sources within speci�ed time window). In real-time mode, observation objects willmost likely be restricted to one parameter domain. But, in the retrospective mode, objects



3.3. Data Management Requirements 21will include multidimensional parameter vectors.System Space: Comprised of objects pertinent to the de�nition, status, and con�gu-ration, operation of system elements such as the sensor network, data sources/processing/products, etc.Real-Time Mode: Associated with objects and operations that support the assessmentof the current and/or near past status of the environment and/or the REINAS system.Retrospective Mode: Associated with objects and operations which support the as-sessment of the state of the environment at any point of time in the past, predicted futurestates, as well as trends, features, patterns, and relationships as speci�ed by ad hoc re-searcher speci�cations. In addition, system states may be able to be \replayed" in thismode.REINAS must develop a data management architecture which accommodates thestorage and access of data needed in all realms de�ned above. This will require the creationof a unifying information model with one or more physical implementations designed tomeet functional and performance expectations in each realm. In addition, since this mustbe implemented in a heterogeneous environment, it will be important to completely specifythe format of available data sources in a standard model. The speci�cation must model thefollowing characteristics:� Content: What is included - meanings of individual items� Structure: How the data items are grouped to reect general semantics� Representation: How data items are mapped to real world facts (data types, units)3.3.3 DM 3: REINAS Information ArchitectureREINAS must be able to support data from multiple sources, with multiple levels ofinterpretation (processing levels), for scientists from multiple disciplines. Further, thesystem must be portable to other instrument suites and extendable in functionality andnew technology assimilation. There must be some conceptual anchor for users of such adynamic system. This anchor must provide a stable paradigm for interaction in termsof functions performed and data access. A generalized information model provides thetechnical mechanism to create the required stability.An information model is a technology independent description of the entities which arecreated and used throughout the processes of doing science. In this case, the enterprise sup-ported by REINAS will include real-time and retrospective environmental science activitiesas well as system management and control activities. Such a model may be used as thebasis for database design, user interface design, data exchange standards, etc. The REINASinformation model must identify and describe the static and dynamic characteristics of theentities involved in the marine science enterprise.A complete model speci�cation is being produced and will be included in a detailed RDMspeci�cation. For the purposes of this document, we identify in Table 3.5 the characteristicswhich must be accommodated in the information model. Detailed de�nitions of theseobjects, their inherent relationships, and associated operations will be de�ned in the fullinformation model.



22 3. Requirements Analysis3.3.4 DM 4: Data Management AdministrationThe administration component of the Data Management Subsystem is to provide in-herent functionality, services, tools, and products to users who are responsible for the de-velopment, operation, and maintenance of the data management subsystem of REINAS.Database application development tools, performance monitors, and database design andevolution tools are included in administration.3.3.5 Data Management ApproachThe realms de�ned above as di�erences in objective, data object types, and performanceexpectations, indicate a probable bifurcation of the semantics associated with \observationobjects" residing in the stream space and observation space. Considerations of mode (real-time vs. retrospective) will probably imply adjustments to physical implementation basedon the performance needs of real-time clients. Therefore, at a minimum we have a problemof heterogeneous semantics within the REINAS Data Management Subsystem.For example, a sensor produces a series of observations of a single variable at points intime/space which could vary in any coordinate dimension. One view of a single observationfrom this sensor is its membership in and relationship to other measurements from the samesensor over time (i.e. how did the parameter change over time).An orthogonal view, from a data management perspective, is how this measurementrelates to measurements of other parameters (i.e. other sources of di�erent types) co-locatedin space and time. Or, another view, how it relates to other measurements of the sameparameter type made by di�erent sources at di�erent coordinate locations in time/space.Therefore we conclude that:1. Given the challenge imposed by heterogeneous semantics and bimodal operationalpro�les, REINAS should restrict its data management e�orts to handle these issues ina system environment that is not comprised of general distributed/autonomous datamanagement nodes. REINAS should focus on the problem of providing e�ective datamanagement services to clients (which may be heterogeneous/distributed) from therealms de�ned above.2. REINAS must determine the best approach for identifying and reconciling the seman-tics of each realm. One approach would be to model both realms and identify semanticequivalence, relatedness, resemblance, discrepancy, incompatibility. Analysis of thesemodels should imply one of two approaches, model integration or model segregation.Database manipulation language will have to provide extensions queries that spanboth models.3.4 Visualization Requirements ListThe visualization component of REINAS seeks to address the needs of the operationalforecasters and research scientists. It also serves as a data base browser, intelligent instru-ment monitor, supports instrument \steering," and provides a means of access to othercomponents of REINAS. Research work in this area o�ers the opportunity of addressingsome of the unique visualization requirements of REINAS such as handling noisy, sparse,real-time data sets coming from di�erent sources.



3.4. Visualization Requirements List 233.4.1 VS 1: Support Environmental Science Visualization NeedsThe science users of REINAS may come from the �elds of Atmospheric Science orOceanography. Since di�erent disciplines have di�erent conventions, one of the visualizationgoals is to provide a single platform that can handle both ocean and atmospheric data sets.It should provide a coherent view of the ongoing physical processes.3.4.2 VS 2: Support Bi-Modal Visualization OperationThe visualization system may be used for viewing live data as measurements are receivedby the system, for viewing results of assimilation of measurements and model output, or inretrospective mode for viewing historical data. The viewing of live data may be used byan experimental researcher or sensor scientist who needs to monitor or control instruments.The support for visualization will support \now casting" that combines the measurementsand the state estimates provided by models of physical phenomena, as well as other productsneeded by operational users and forecasters. The retrospective mode will provide researcherswith support for analyzing historical data sets, as retrieved from the database.� Provide real-time display of instrumentation data as they come in. If there are delaysin sensors reporting their data sets, these will have to be registered in time.� Provide intuitive means for data exploration. Often times researchers are delugedwith data and do not know where to start. This may be overcome by providing themwith easy to use yet powerful visualization tools that encourage experimentation.� Tradeo�s will have to be made in terms of graphics quality versus response time. Forexample, provide progressive re�nement option for high-volume data sets that requireinteractive speed interactions.� Provide image storage/retrieval of visualization products.3.4.3 VS 3: Support Multiple Visualization StationsREINAS will be supporting a host of scientists and end users. These users should beable to access REINAS through di�erent, geographically distributed workstations. Some ofthese may even be on mobile platforms, such as aboard ships. Depending on their graphicscapabilities and communication bandwidth, as well as user classi�cation, visualizationstations may have di�erent default startup parameters. Minimal con�guration shouldinclude keyboard, mouse, bit-map screen displays and appropriate communication/networklinks. To support the minimal con�guration, visualization products and images will haveto be produced remotely on a visualization server, then compressed and sent to the localdisplay. For sites with more powerful workstations, some of the visualization work may beperformed locally, thereby reducing communication tra�c.3.4.4 VS 4: Integrate Presentation of Data from Wide Array of DataSourcesWe anticipate that REINAS data will come from a variety of sensors and numericalmodels. Data from these sources will have to be fused intelligibly to aid scientists inunderstanding the interactions among di�erent data sets. To do this, we need to addressvarious data formats, types, characteristics, and generate appropriate graphics display for



24 3. Requirements Analysisvarious data types. Another unique challenge of visualizing environmental data is thespatial sparsity of the data points. Appropriate analysis and interpolation techniques andfusion with model data, will be required. Data assimilation techniques using an appropriateatmospheric and oceanographic model will be explored to perform this interpolation in adynamically consistent manner.3.4.5 VS 5: Integrate Data Quality into VisualizationThe scientist must be given some indication of how believable are the data being dis-played. The data may be noisy, corrupted, missing, have some variance from historicaldata, have some variance from another instrument measuring the same area, widely dif-ferent from forecasts, widely di�erent from neighboring sensors, may be interpolated, andnumerous other situations that may degrade the con�dence level of the displayed image.In any case, the user should be provided these data quality information to allow them toquickly evaluate the importance of individual measurements.3.4.6 VS 6: Provide Multiple Interpolation MethodsDue to the sparse nature of �eld data often found in the environmental science setting,one must almost always resort to some form of interpolation to �ll in the gaps in the dataset. Simple linear operation performed in graphics such as smooth shading calculations areoften inadequate and may lead to the wrong conclusions. Thus, it is important that theusers are made aware whenever such operations are performed, and that interpolated valuesbe highlighted. Furthermore, users should be provided with di�erent options of performingthe interpolation. For example, objective analysis where values can be weighted by therelative importance and reliability of various sensors; measured values may also be used asboundary conditions for physically based mathematical models to �ll in the holes. In orderto make these options as domain-independent as possible, we are looking at separating theinterpolation techniques as separate modules. Di�erent modules can then be speci�ed andinvoked with di�erent data sets. Results from di�erent interpolation methods may also becompared using the data quality information display described above.3.4.7 VS 7: Provide Recording CapabilitySeveral aspects of the visualization session may be recorded for customization purposesor later playback. Depending on the user class, di�erent levels of the visualization interfaceare available. These may be recorded after initial setup or alternatively may be speci�edin a user modi�able startup �le. During the visualization process, the user may havecreated some new visualization technique encoded as sparts (see section 5.5.2). Thesespart de�nitions may be saved for later re-use. Finally, visualization products generatedby analysis of data sets or forecast products from models or sensors may be saved for laterreference. These visualization products may be considered as another data source and beingested back into the database. They may also be played back in an animation loop.3.4.8 VS 8: Interface with Database SystemData come in various formats within the environmental science community. Some ofthe standard formats, such as netCDF, will be supported to allow data ingest into the



3.4. Visualization Requirements List 25database system. Once these data sets are part of the database, it will allow query bylocality operations in addition to the traditional �le oriented I/O. Our goal is to hide thesedatabase query operations from the user through higher level speci�cations of spart targets(see section 5.5.6). For example, isosurfaces can be easily generated by specifying a sparttarget with the isosurface threshold value as opposed to explicitly specifying a databaseoperator to return those data points.



26 3. Requirements AnalysisCharacteristics in the REINAS Information ModelParameter Types:- Measurements (sensor output elements)- Observations (environmental state elements from measurements)- Synthetic Observations (state elements from data assimilations)- Forecast Observations (state predictions from models)- Status (state of system component configuration behavior)Atomic Element Types:- Scalars- N-Tuples (aggregate of simple values representing one or morevalue domains)Spatial Aggregates:- Point State Vector (multiple parameters/elements at a point inspace/time)- Spatial Profile (single parameter, multiple elements alongcollection profile in 3D, same or different element times)- Time Series (single parameter, multiple elements, ascendingtime, one or many locations for each element)- 2D/3D Field (single parameter, multiple elements, single ormultiple element times, multiple spatial locations in 2D planeor 3D volume)Metadata Objects:- Systems (e.g. platforms, instruments, sensors)- Processes (e.g. algorithms, procedures)- Parameters (e.g. ocean temperature in deg-centigrade, oceancurrent in u,v,w cm/sec)- Products (e.g. CODAR current velocity vector field - 1 houraverage)- Expeditions - Experiments- Scientists - Engineers- Malfunctions - Events- Data Sets - Projects- Features - Phenomena- Log - Grid- Node - Packet- Site - Transect- Data Stream - OthersTable 3.5: Characteristics to be Accomodated in the Information Model



274. REINAS Architecture4.1 OverviewThe basic services that REINAS provides to end users are data visualization, datamanagement, data acquisition, and data transport. These services are provided by meansof software and hardware organized according to the architecture described in this chapter.This architecture was derived from the user and system requirements discussed in theprevious chapter, and is the basis for the system design that has started in Phase II ofthis project, and that is discussed in the next chapter. This architecture will evolve as wegain more understanding of user and system requirements, obtain research results, and gainoperational experience.REINAS uses a client-server architecture in which a collection of dedicated serversprovides service to any node on the distributed system running REINAS client software.The term server is used in a generic sense { all of the servers are peer-to-peer and mayprovide and request services to or from any other server. In principle, one su�cientlypowerful computer could host all of the REINAS software components, although its real-time ability would naturally be degraded. In practice, REINAS software will be located onphysically dispersed computers. Assignment of REINAS software components to hardwarecomponents is a tuning, not architectural, consideration. The communication scheme usedshould make actual program location transparent with the exception of performance.4.2 Functional ComponentsThe prototype REINAS software architecture consists of the Distributed Executive, theDevice Control Manager, the User Interface Manager, the Data Manager, and the ToolkitManager.4.2.1 Distributed ExecutiveThe distributed executive provides overall control that coordinates the entire distributedsystem so as to present a single coherent environment.The distributed executive provides global resource management and is the backbonewithin which other components of the system �t. It provides standard distributed systemsupport (topology control, resource name space management, fault-tolerance, and commu-nication among all system components) and links physically separate REINAS managersinto a single logical entity.The various components of the distributed executive run on all computers participatingin a REINAS network, but DEX is never directly visible to users. As it is discussed sub-sequently, likely implementation technologies include OSF/DCE,TCL, Andrew �le system,Kerberos, and X-windows.4.2.2 Device Control ManagerThe device control manager is the classical real-time component of the system. It is notcalled a \device manager" so as to avoid confusion with operating system components. Itsmain functions include:



28 4. REINAS Architecture� Interfacing with such real-world devices as dataloggers, which are themselves specialpurpose real-time systems� Converting disparate physical input from potentially any I/O device into logicalstreams of data in a REINAS standard format� Controlling local and remote instrumentation in real time� Cooperating with subcomponents of the user interface manager to provide for realtime displays.The subcomponents of the device control manager include:� Standard instrument interface drivers� Real-Time local control kernel; these functions may be provided by an underlyingkernel or OS� Controller data manager subsystem� Sensor Compression subsystem� Sensor event analyzer� Distributed Executive controller component� Distributed Executive Internet interfaceCurrently, we envision the prototype as supporting bimodal operations in which real-time data are displayed directly as they are received in \real-time", while retrospectivedata are obtained from a database that has been designed to optimize retrieval queries.Speci�cally, although there may be in-memory data structures in which real-time displaydata are bu�ered, there is no special persistent real-time database. Real-time data areobtained from real-time data sources, not from a database. Input data in REINAS owsin logical data streams from the device control manager into the database managed by thedata manager. If monitoring of the input data are in e�ect, the data are displayed \on-the-y" via cooperation between components of the device control manager and the userinterface manager.4.2.3 User Interface ManagerThe user interface manager provides \single command" activation of an integrated X-window application environment capable of exercising all REINAS functions. It supportsboth visualization and the routine user functions typical of any integrated application.The user interface manager provides a visual, X-windows oriented environment formanaging the various tasks (and associated windows) that a REINAS user may have active,and a user-friendly mechanism for managing long-term activities (such as establishing anamed window that monitors an on-going experiment). The user interface manager willmaintain a \directory" of the user's established windows. These windows can then rapidlybe reactivated. It will also provide the support functions, such as a help system, that areexpected to be in a modern environment, such as REINAS, and are not located in any othercomponents.Many of the subcomponents of the user interface manager will be REINAS compatibleX-windows application programs. Such programs would include real-time display appli-cations and visualization tools. Some of the visualization applications will use OpenGL.Likely implementation technologies will include TCL/TK, X-windows, and Kerberos. Vi-sualization tools will run as products that are viewed in application subwindows.



4.3. REINAS Servers 294.2.4 Toolkit ManagerThe toolkit manager contains the job management functionality of the user interfacemanager without any X-windows functionality or dependencies. The toolkit manager existsto provide long-term job management on compute servers lacking X-displays. It providesrequired job control to assure that correct input is processed and output delivered. Taskssuch as long running models may be run in the \background" with the toolkit manager.Likely implementation technologies include TCL, and Andrew �le system.4.2.5 Data ManagerThe data manager exports an API (Application Programming Interface) to the otherREINAS components. This API supports all the database operations required by REINAS,including such functions as metadata management, data storage, and query support. Themetadata schema constitutes the logical design of the REINAS database. At least one datamanager in a REINAS network must be running for REINAS to function. In addition tomanaging the scienti�c database, the data manager may be used by other components ofthe system, for instance, to support the persistent windows managed by the user interfacemanager. Likely implementation technologies are Sybase or Postgres, and Kerberos.The subcomponents of the data manager are� Security manager� Distributed system database� Distributed database coherency manager� Data import/export manager� E-mail/bulletin board support4.3 REINAS ServersThe software components described in the previous section will be distributed over fourtypes of servers, namely:� User Server: A computer running the REINAS User Interface Manager. This willtypically be a Unix workstation running X-windows. It may be a special high-endgraphics workstation.� Compute Server: A computer running only the REINAS Toolkit Manager. ToolkitManager functions will normally run on a Data Server or a Compute Server, but insome special cases such as compute-intensive modeling/graphics, a separate computeserver may be used. We may use the UCSC MasPar (4096 processor SIMD) as aREINAS compute server.� Data Server: A computer supplying REINAS Data Manager functionality via theInternet to other REINAS components. This will typically be a Unix workstation,but there is no requirement that this always be the case, although it is needed to runSybase and AFS.



30 4. REINAS Architecture� Control Server: A PC dedicated to controlling one or more instruments via REINASDevice Control Manager software. Control Servers are low cost generic micro-computers. They may operate without a monitor, i.e., may be contained in a ruggedi-zed \shoe box." Control Servers \glue" instruments to the Internet and can be consid-ered Internet dataloggers, although they may be capable of much greater functionalitythan a conventional datalogger. The Control Server may run a real-time Unix, an-other PC OS, or may even run a stand-alone version of the Device Control Manager.In all cases it will run a version of the REINAS Device Control Manager.In addition to the above servers, the REINAS architecture will include the instrumentsused to obtain meteorological data, and a multimedia network used to interconnect sensors,servers, and scientists together.



315. System DesignThe preliminary system design, which we call Phase II design, is based on our analysis ofuser and system requirements, the software architecture described in the previous chapter,our analysis of available technology, and our selection of system components to date. Thisdesign will serve as a baseline for the detailed design and implementation activities of PhaseIII of this project.The description of the hardware and software components of our Phase II design isorganized in �ve groups:� The instruments and weather stations used to acquire information� The tools used to control the above instruments� The tools used to visualize the information obtained from sensors and models� The database system used to store and manage such information� The distributed-system tools and networking used to distribute informationThe Table 5.1 illustrates the technology we are currently using to implement the variousREINAS architectural components.5.1 Instruments and Weather StationsThe instruments considered in Phase II are surface meteorological stations, wind pro�lerradars, and the CODAR system. Surface meteorological (MET) stations represent anextremely important source of real-time weather information. A generic REINAS METstation has been implemented to measure the following �ve properties:� Wind speed� Wind direction� Air temperature� Relative humidity� Barometric pressureThese �ve properties are measured with three research-quality instruments, detailed below:� Wind Monitor: Wind speed and wind direction can be monitored using a single instru-ment known as a wind monitor which consists of a lightweight wind vane supporting asmall propeller or anemometer. Rotation of the weather vane indicates wind directionwhile rotational velocity of the anemometer provides wind speed.Typical and recommended instruments are either the R. M. Young 05103 or 05305Wind Monitors. Any wind monitor should have a threshold wind speed of no greaterthan 1 m/s.� Air Temperature and Relative Humidity: Air temperature and relative humidity willusually be measured with a combined sensor. The sensor should be shielded and eithernaturally or motor aspirated to avoid the misleading e�ects of solar heating. In windsbelow 5 mph, a motor aspirated system is desirable. In all cases, typical errors in airtemperature should be known and within 0.3 degrees Celsius.A typical instrument is the Vaisala HMP35C Temperature and Relative HumidityProbe.



32 5. System Design� Barometer: Air pressure is measured with a standard barometer. The sensor should beaccurate to within 0.5 mb and have a resolution of at least 0.05 mb to be consideredresearch-quality. A typical instrument is the Vaisala PTA427 Barometric PressureSensor.In addition to the instruments listed above, high quality solar irradiance sensors as well asprecipitation gauges may also be present in future REINAS MET stations.The ideal site for placing research-quality MET instrumentation is an open �eld far fromany obstructions, at a height between three and ten meters. In particular, winds should bemeasured in open space where the distance between the anemometer and any obstructionis at least ten times the height of the obstruction above ground level as measured from theanemometer. Sites near tall trees or on top of a large building are to be avoided; if anINITIAL TECHNOLOGIES for use in REINASDistributed Executive:TCLAndrew file systemKerberosX WindowsDevice Control Manager:metgetDCEOperating system of choice for device controller (TBD)User Interface Manager:xmetGL / formsOpenGLWindows NT for OpenGL?TCL/TKX windowsToolkit Manager:xmet.serverTCLAndrew file systemData Manager:metget.serverSybasePostgresKerberosNetwork:TCP/IP protocol suiteEIGRPLink-level protocols for various mediaTable 5.1: List of Technologies Selected for Initial Use in REINAS



5.1. Instruments and Weather Stations 33anemometer must be placed on top of a building, it should extend above the top of thebuilding by one-half of the building's height. The following formula must then be appliedto convert the velocity vh of wind measured at height h to the velocity v10 that would bemeasured at the standard height of 10 m.vh = v10 � (0:233+ 0:656 � log10(h+ 4:75))No compensation, however, can be made for placing temperature or humidity sensorson or near tall buildings.If a MET station is to be placed on or near terrain with a mean slope greater than 5%,one should expect the terrain to modify the measured winds. Excessive winds travelling upthe slope and periodic gustiness followed by relatively calm conditions will be prevalent.5.1.1 Radar Wind Pro�lerThe Radar Wind Pro�ler currently uses the Doppler shift of a 400MHz Radar to measurewind velocity. This radar will be replaced in the Fall of 1993 by a 915 MHz radar. Thesystem broadcasts three beams from which a vector is calculated to determine the actualspeed and direction of the wind. By varying the power level the system can measure windsat variable heights, generally from 550m to a maximum of 10km, with a resolution of 250m.The 915MHz pro�ler utilizes �ve beams and will provide wind measurements from 60m toabout 3000m at a vertical resolution of about 60m.The 400 MHz system must be shut o� for periods of 12 minutes when polar orbitingsatellites pass overhead because the operating frequency of the pro�ler is close to rescuesignals of downed air and sea craft. Sampling is done at 6 minute intervals { one minute ofsampling in each beam direction. The data for each sample by itself is considered unreliableunless a consensus covering several samples, over a period of one hour, is obtained. Thedata �le contains a header giving site location, time period for the data, and exact longitudeand latitude coordinates.Signal processing is used to develop wind vectors. Spectra of the In-phase and Quadra-ture channels are generated. Rather than send the 36 spectra across the phone line, localprocessing is done to glean the important data from each spectrum.There are four statistical properties that are kept:� Radial velocity� Signal power� Spectral width� Noise level.These need to be saved because some quality control procedures use them to objectivelydetermine if the resultant wind vector can be believed. For example, if the wind is clearlyerroneous, then usually one or more of these three values is vastly di�erent from a neigh-boring wind vector that looks believable. Signal-to-noise ratio is commonly employed to dothis.There are about 30 Wind Pro�ler Radars in the US, including the 400 MHz and 915MHz radars at Fort Ord, and the 400 MHz radar at Vandenburg AF base. The rest arescattered throughout the midwest and the east coast.



34 5. System Design5.1.2 CODARCoastal Ocean Dynamics Applications Radar (CODAR) is a remote sensing systemdeveloped by the Wave Propagation Laboratory, which is part of the National Oceanic andAtmospheric Administration (NOAA). The basic principle of CODAR is that high frequency(HF) radar energy in the frequency band around 10 MHz is resonantly backscattered fromthe ocean surface by surface waves [Cro55]. Because the resonance is due to reectionfrom surface waves of a known wavelength (one half the wavelength of the incident radarwave), the phase speed of the reecting ocean wave is known precisely. Reected energyreceived back at the radar site is Doppler-shifted in frequency by an amount equal to thecontributions from waves traveling toward and away from the radar plus the contributionfrom the background current �eld upon which the waves are traveling. Removal of theknown wave contributions provides a remotely sensed measurement of the surface current[BEW77], [BLC85]. The depth extent of the measurement depends on the depth of currentinuence on the reecting surface waves. The depth range is estimated to be con�ned tothe upper 1m of the water column.The surface current measurements from a single CODAR-equipped site provide estimateson a spatial grid with a resolution of about 2 km x 2 km and a range of 20 km to 60 km(depending on the radar con�guration and on the noise level). These measurements onlyprovide estimates in one dimension, however, along lines emanating from the radar. Theseestimates are sometimes called radial currents to indicate that the data is obtained alongradial spokes extending outward from the radar. Radial current data from two CODAR sitesis required to make estimates of vector surface currents at common measurement locations.Since March 1992, NOAA has been operating two CODAR sites alongside MontereyBay through a contract with Codar Ocean Sensors, Ltd., which has built and re�nedCODAR technology since it was originally developed within NOAA. One site has beenphysically located at the Monterey Bay Aquarium Research Institute (MBARI) facility inMoss Landing and the second site has been located at the Hopkins Marine Station in Paci�cGrove. The combined data from these sites has provided near-surface current estimates forthe southern portion of Monterey Bay. A nearly-continuous three-month period in Marchto May, 1992 was analyzed and described by Neal [Nea92]. He computed mean CODAR-derived currents as well as their daily variability. The CODAR-derived currents comparedwell with moored current observations from 15m depth for periods greater than one week.They also compared favorably for higher frequencies associated with known tidally drivenuctuations. The data rate for these measurements was three-hourly. It has since beenupgraded to provide two-hourly current �elds. This is the practical limit for data fromthese sites, since they are based on older CODAR technology.A third CODAR site was established at the Long Marine Laboratory in Santa Cruz inJanuary, 1993. The instrumentation for this site is also owned by NOAA but it is based ona state-of-the-art CODAR system, which is marketed by Codar Ocean Sensors, Ltd. underthe name SeaSonde. The SeaSonde CODAR systems have a greater range than the earlier-generation systems (60 km) and they are capable of providing independent data every halfhour.The processing and data requirements for single-site and multiple-site CODAR data varydepending on the level of data reduction required. Each individual radar is controlled by aMacintosh-II computer, in the case of the SeaSonde or a PDP-11 computer, in the case ofthe older CODAR units. The raw spectral data returned to the radar can amount to tens ofmegabytes per day. In the normal operating mode, however, that data is reduced to radial



5.1. Instruments and Weather Stations 35current estimates by the on-site computer. Part of the data reduction involves determinationof the range and direction of the reected signal. This is done by comparing spectral returnsfrom three di�erent antennas co-located at the site. The timing of the returns provides rangeinformation and the relative amplitudes of the in-phase and quadrature returns providesangle information [LB83]. The radial �les produced on site are less than 10 kilobytes eachand are produced, at most, every half hour. This radial data is the basic product of theCODAR sites. The radial data can be combined in di�erent ways, depending on the numberof overlapping estimates, to produce vector current maps.Additional modern CODAR sites based on the SeaSonde technology are being set uparound Monterey Bay. Stanford University installed a SeaSonde site 20 km south ofMonterey Bay at the Granite Canyon marine station in May, 1993. The Naval PostgraduateSchool has purchased a SeaSonde system that will be installed at Pt. Pinos (Paci�c Grove)in August, 1993. The Pt. Pinos site will, eventually, replace the older site at Hopkins MarineStation and the equipment from the Hopkins Marine Station site will be used to maintaina single, older-generation CODAR site at Moss Landing because spare parts are no longeravailable for those instruments. The Pt. Pinos site has the added bene�t that it is notblocked by the Monterey Peninsula and should provide radial estimates that extend southof the Peninsula, which overlap with the data from the Granite Canyon site.Real-time use of data from the CODAR network is hampered at the moment becausean organized data collection, combination, and distribution system has not been set upto coordinate data from the �ve CODAR sites, which are, from north to south, at SantaCruz, Moss Landing, Paci�c Grove, Pt. Pinos, and Granite Canyon. Real-time use of thedata is also hampered by the presence of missing, erratic or improbable vectors. REINAScan greatly assist the development and use of this new remote-sensing technology in twoimportant ways: (1) setting up and maintaining the data collection and combination ofdata from the remote sites, including the establishment of a central Internet site fromwhich other users could obtain the data and (2) providing new visualization options forthe 2-D CODAR data that could show radial data together with vector data and groundtruth data in order to highlight bad radar estimates. This second function, if combinedwith a parallel investigation into the characteristics of the raw spectral data, could leadto signi�cant improvements of the CODAR algorithms used to produce the radial dataestimates, thus making the entire system better-equipped for real-time applications.5.1.3 Initial Sites for Meteorological InstrumentsThe following are the initial instrument sites of the prototype REINAS system:� UCSC REINAS Meteorological Station: Currently located on the roof of the AppliedSciences building. It will be relocated to a more feasible location on the UCSC campus,at approximately 37.00 N, 122.05 W.� UCSC/Long Marine Lab MET Station: Existing MET station located at Long MarineLab on extreme northern-most coastline of Monterey Bay.� MBARI Moss Landing MET Station: Acquired MET station to be placed on coastlineat MBARI's Moss Landing Pt. Lobos support building.� MBARI OASIS M1-Buoy: MBARI OASIS meteorological and oceanographic instru-mentation mounted on a buoy and located at M1 site, approximately 36.75 N, 122.03W.



36 5. System Design� MBARI OASIS M2-Buoy: MBARI OASIS meteorological and oceanographic instru-mentation mounted on a buoy and located at M2 site, approximately 36.70 N, 122.40W.� Lockheed REINAS MET Station: Acquired MET station to be located on the Lock-heed Missile and Space Company testing grounds in the Santa Cruz Mountains northof Santa Cruz.� Fort Ord Wind Pro�ler Radar and Met Station: The Wind pro�ler at Fort Ordcurrently uses a 400MHz radar and will use a 915 MHz radar in the Fall of 1993.� CODAR Network: Data can be obtained via �le transfers from the �ve-site CODARnetwork described in the previous section. The most likely candidate CODAR sitesto connect to the REINAS network in order to obtain data directly are Moss Landingand Pt. Pinos.5.2 Control ServersThe instruments described in the previous section are controlled by means of controlservers.MET instrumentation are converted to computer-readable form through the use of adatalogger. Such a device is simply a small microprocessor with multiple analog-to-digitalconverters and pulse counters attached. Most instruments produce analog voltages that canbe converted to digital form with one of the datalogger's analog-to-digital converters. Windspeed is typically converted to digital form using a pulse counter. The typical datalogger isprogrammable and has a serial interface that can be used to download data to a personalcomputer or workstation. For the purpose of interfacing to a REINAS networked computer,a very primitive datalogger or a separate analog-to-digital input/output board can be used.5.2.1 Current Control ServerEach Internet-accessible MET station is serviced by a metget program running on alocal workstation or personal computer local to the station. The metget program essentiallyinterfaces a MET station to the Internet or any network based on a TCP/IP protocol suite;it drives or probes the MET station over a serial interface as necessary and forwards eachsample in real-time as a packet over the Internet to the metget.server program. A samplein this case is actually a collection of measurements from individual sensors on a METstation, e.g.: wind speed, wind direction, air temperature. The metget.server programcollects each sample packet sent by metget programs and inserts the sample as an entryinto a Sybase database table. Currently, each MET station is represented by a separatetable. Each sample is time-stamped, and the time-stamp is used as the key identi�er �eldfor the table.As their names imply, metget and metget.server operate under a client-server rela-tionship. Although multiple MET stations require more than one instance of a metgetprogram running concurrently on separate machines, these metget processes may commu-nicate with either one or multiple instances of the metget.server program. The metgetand metget.server programs are the current instances of the REINAS Device ControlManager software.
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metget Lockheed METFigure 5.1: Functional Architecture of Metget SystemAs Figure 5.1 illustrates, instances of the metget program service six locations: theREINAS ASMET, Long Marine Lab, and MBARI OASIS buoy MET stations. A singlemetget.server program is used to collect samples and insert them into a Sybase database.A single xmet.server program retrieves data from the Sybase database in response toqueries from a varying number of currently active xmet processes. The system architectureeasily allows multiple versions of either server process to be used in order to alleviateconcurrency problems on a single host.5.2.2 Ongoing Technology EvaluationAs with many of the REINAS components, the operating system to be used in dataloggers and control servers will be commercial o� the shelf technology (COTS). In general,the data loggers are being provided or speci�ed by the instrument manufacturers. Onthe other hand, REINAS control servers will be generic \commodity" computers thatinterface dataloggers or other data sources to the Internet. We are still evaluating di�erentpossibilities, because much activity has recently occurred in the market for Unix on PCarchitectures. We are evaluating the following Intel architecture PC Unix systems: SantaCruz Operation's SCO Open Desktop, SunSoft's Solaris, Univel (Novell's) UnixWare, andLinux [GLOR91].SCO Open Desktop is a mature Unix PC product, but it is unclear how well it providesreal-time support. Both Solaris and UnixWare have gone to some length to extend Unixwith real-time support. Linux is the most popular public domain PC Unix look-alike. Withthe exception of Linux all of the above are commercial products.



38 5. System Design5.3 Visualization5.3.1 Visualization ModesWe have identi�ed di�erent classes of users of REINAS with di�erent visualizationneeds. As much as possible, we would like to provide the same graphical user interface,but customized for the class of visualization user. Our approach is to provide di�erentmodes of operating the visualization interface.One mode might be a monitoring mode in which continuous readings of various instru-ments are available in either textual or graphical form. These readings are also co-locatedover the area of interest, in this case, Monterey Bay. Another mode might be an analysismode where researchers can perform analyses of synoptic/historical data sets or numericalsimulation data. In this mode, researchers can employ sparts as active agents to seekout and make visible features of interest in their data sets. A \now-casting" mode wouldsupport visualization of the results developed from the assimilation of measurement dataand the output of models, which would together provide the best estimate of the state ofthe area being visualized.5.3.2 Initial Visualization CapabilityTo provide a platform to demonstrate and help validate the feasibility of platformsand network-connection methods for the real-time collection, storing, and distribution ofmeasurements from surface MET stations in the REINAS problem-domain area, the xmetprogram was developed to support monitoring visualization mode.As its name implies, xmet is an X-Windows client that allows the user to monitor currentor retrospective data from any MET station in the Monterey Bay area that is accessible viaa TCP/IP connection. The system actually consists of a collection of separate programsthat communicate via a client-server relationship. At the center of the system is a Sybasedatabase.The xmet.server program services an arbitrary number of client xmet processes. Itresponds to queries for data sent by instances of xmet by querying the Sybase databasepopulated by metget.server. Each xmet process is an X-Windows program with a graph-ical user interface; by manipulating the program, the user can monitor either current mea-surements from any REINAS MET station in real-time or explore retrospective data overvarying averaging intervals. Basic time-series plots allow the user to visualize the data ineither mode.Figure 5.2 illustrates the client-server model adopted for xmet, and Figure 5.3 shows atypical xmet display.5.3.3 Visualization with \Smart Particles"Our additional e�orts on visualization have concentrated on implementing several pre-canned \smart particles," [PS93a], [PS93b] each one resulting in a di�erent visualizationtechnique. Ideally, we would like to reuse and extend as much of the existing commercial o�-the-shelf software as possible. As a result, we have also been looking at various visualizationplatforms such as AVS and Explorer.
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Figure 5.2: Functional Architecture of Xmet SystemThe primary REINAS query interface will be visual and will involve the user's speci-�cation (either explicitly or implicitly) of sparts. Sparts are \smart particles" which areconceptually user-speci�ed teams of active agents capable of autonomously navigating thedatabase and continuously taking actions, such as depositing tokens, which can be madevisible by image rendering software. The user then sees the visual side e�ects of the spartteam's interaction with the database. Since sparts are highly customizable with respectto both their interaction with the database and with respect to the tokens they \dribble"behind their path for the renderer, most visualization query functions can be performedwith sparts. Sparts e�ectively are an indirect way to see the overall shape of items in adatabase. The user will have a large number of prede�ned sparts from which to choose andwill be able to tailor these interactively. In addition, it will be straight forward for the userto code sparts in C or Fortran and have them become part of the REINAS environment.5.3.4 What Will a Visualization User See?The centerpiece of REINAS scienti�c visualization is provided by windows that containsynoptic views. These windows provide real-time 3-D views of experimental data in context.A typical experimenter might use two such views, with one containing a 3-D relief map ofMonterey Bay in a transparent box, and the other providing a view into an arti�cial statespace de�ned by the experiment. As data are collected, it is displayed within the two 3-D synoptic views. The standard synoptic window displayed by REINAS may consist ofcoastline and bathymetry data with overlaid displays of spart output reecting CODAR,wind monitor, buoy data, etc.
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Figure 5.3: A Typical xmet DisplayAs a hypothetical example (this is not a speci�cation), the default start-up view wouldbe a \bird's eye" view (i.e., synoptic view) that consists of a window with a transparent3-D box that contains a map of Monterey Bay. Visualization results would be displayedwithin this box. Then, depending on the default start up mode of the user class, eitherco-located measurement readings are overlaid on the map or a separate window with a shelfof pre-canned sparts are available. One of the attractive features of sparts is that it isvery easy to customize sparts to suit a particular need. Thus, if none of the pre-cannedsparts are satisfactory, one can simply mix and match spart targets and behaviors, therebycreating new sparts with di�erent visual e�ects. In this manner, researchers are encouragedto explore their data set. A separate window where users can create new sparts from targetsand behaviors will be provided. They will also have an option to can and save their own



5.3. Visualization 41favorite sparts.One will note that there is little visual di�erence between the monitor mode and theanalysis mode. Users who invoke the analysis mode simply have more power at theirdisposal. The needs of operational forecasters can also be met within the same scenario byproviding standard forecasting displays directly, or as a pre-canned spart that will producethe display.Using the same interface, other components of REINAS can also be accessed througha oating Toolbar icon. Selecting a Toolbar icon opens a window with the correspondingfunction. All REINAS functions would be available in this manner. For example, a userrunning an experiment might also display anActive Instrumentwindow. This window woulddisplay a network diagram showing data streams coming from a number of instrumentsfeeding an ongoing \experiment." The experiment would be shown as an icon within theActive Instrument window. A corresponding Experiment Window could be displayed bydouble clicking on the icon. This window would show active error checking and validationsettings �ltering the input data. Higher-order statistics could be displayed. This windowcould also be used to bring up a Data Collection Window that contains the relevant \datatypes" being collected by the experiment. In this window the user could �lter data collectionby indicating, for instance, that all data of a certain type (e.g., temperature) was to bediscarded. These data types would be established by the instrumentation engineers anddatabase administrator. In general, the scienti�c user would not have to perform databaseactivities. Collected data would automatically be stored in the database.5.3.5 A Typical Future Interactive SessionDuring a typical interactive session, the user would monitor device and instrumentstatus, control data �ltering, establish and monitor evolving real-time displays of variablesof interest, and observe the evolution of phenomena within the synoptic displays. Often, onesynoptic display would show the observed data superimposed on a map of Monterey Bay,and the other would focus on the evolution of the experiment's parameter state space. Oncecollected, all these functions could be performed against the database, i.e., the experimentcould be replayed with di�erent displays and sparts, thus providing another view of thephenomena.Real-time access to synoptic windows will require support from a Silicon Graphics orother visualization server attached to REINAS. All other functions should require onlytypical X-workstation functionality. Synoptic window sessions can be canned and laterreplayed on typical X-workstations.5.3.6 O�-the-Shelf Visualization PlatformsThere are several o�-the-shelf visualization platforms available. Some of them, AVS forinstance, are particularly popular within the oceanographic and meteorological community[NOA93]. The two reasons most commonly cited are ease of use and extendibility. Wewould like to preserve these features. In addition, as much as possible, we would like tobuild from where these platforms left o�. However, during our initial investigations, wenoticed several di�erences between our visualization approach and existing ones.There are similarities but also fundamental di�erences between the data ow pipelineused by platforms such as AVS [ea89] and Explorer [SGI91] and the concept of sending out



42 5. System Designactive agents into the data �eld. In the former case, data ows through a series of datatransformation modules which eventually render the data. In the latter case, sparts are sentout to seek out speci�c targets in the database and highlight them in various manners. Toa certain extent, a spart's targets are a set of features (such as a speci�c value) in the dataset. Targets may also be more complex, corresponding to a form of data pre-processing. Inthis sense, the targets correspond to the transformation modules in the data ow paradigm.In fact, we have implemented some of the pre-canned sparts, such as surface-seeking andow-tracking sparts, as user-speci�ed modules for Explorer. However, one drawback of thedata ow paradigm is that the entire chain of modules will have to re�re if a data pointupstream is changed. This can lead to quite ine�cient handling of real-time data that theREINAS project needs to address. Thus, we have recently started implementing sparts asseparate application.Another di�erence between existing platforms and our approach is the granularity of the\modules". Modules in Explorer and AVS are complete routines which operate on the entiredata passed to them. On the other hand, sparts are made up of a list of targets and a list ofbehaviors. Targets are feature sets that the spart is seeking in the data. Once the targetsare found, they may be manifested in various ways, depending on what kind of behaviorwas prescribed for the spart. In addition, at any instant, a spart operates on a subset ofdata that is situated in its local neighborhood. This brings up two issues: (1) Sparts needto know the location of data points. Location can be 3D geometric information or theycan be abstract 3D parameter space information. (2) Sparts can easily be made extensible.In fact, targets and behaviors are usually smaller and easier to write than modules. Inaddition, one can mix and match di�erent targets and behaviors to create new sparts.5.3.7 Graphics LibraryBecause of the limitations of o�-the-shelf visualization platforms above, we plan todevelop the visualization platform as a separate application rather than as modules toexisting platforms. To help facilitate this task, we are using GL (Graphics Language)to develop our application. GL is currently the native graphics language on all SGImachines. We foresee that SGI will still be a key player in providing a�ordable visualizationworkstations in the next few years. For places without SGI machines, there are severalcompanies such as Portable Graphics and DuPont Pixel which provide GL libraries to runon platforms such as Sun, Dec and HP workstations.Another reason for using GL is that it will make our transition to OpenGL much easier.OpenGL is a software interface, consisting of several hundred procedures and functions,that allow programmers to specify objects and operations. It is hardware independentand is currently adopted by the major workstation vendors. Graphics performance willdepend on how well the di�erent OpenGL implementations take advantage of hardwaregraphics accelerators. OpenGL is also window independent and can therefore run on X-windows and Windows/NT. However, this also means that windowing operations such asopening a graphics window and mouse operations are not part of OpenGL. Thus, a windowdependent interface will be necessary. It is anticipated that with GUI (Graphical UserInterface) builders, this task is straightforward. Transition from GL to OpenGL can also besimpli�ed with tools such as toOGL which translates GL graphics code to OpenGL code.



5.4. Database System 435.4 Database SystemAt the core of REINAS will be a distributed scienti�c database. Some typical problemsfaced by such a database are access to time series data, management of large objects, andsupport for complex queries involving proximity relationships. This section discusses threedatabase systems and two distributed data/programming environments which that supporta distributed scienti�c database.Sybase is a commercial relational database product. It supports SQL, provides a strongrelational database implementation, and is well supported and documented. Sybase providesus with a means of evaluating how well the relational database model supports a scienti�cdatabase. We are routinely using Sybase as part of the REINAS development environment.Postgres is a research database system from U.C. Berkeley that combines relational,object-oriented, and extensible database features. Postgres is stable for a research system,but it is not as robust as Sybase. Postgres performance on simple record operations isinferior to that of Sybase. However, new access mechanisms can readily be added toPostgres, for instance, B or R trees with compressed indices, skip lists, multidimensionalgrid structures, etc. Postgres also supports the concept of data \time-travel" where multipleversions of data items are kept. In addition, Postgres is currently being used as a researchvehicle to support scienti�c databases of a similar nature to that required by REINAS. Wehave been experimenting with Postgres.Empress is a commercial relational database product that is targeted at the scienti�ccommunity. Empress is being used to implement the NEONS system at NRL/Montereyand is being investigated for use by Fleet Numeric Oceanography Center. Empress supportslarge objects. Empress does not have a query optimizer. Although we do not have Empress,its overall database functionality appears similar to that of Sybase.We have been using data from our MET station as test input to both Sybase andPostgres. We are currently using Sybase to support the xmet program which displays thisdata.5.4.1 SybaseSYBASE is a commercial relational database system which employs the StructuredQuery Language (SQL) database interface.Through experimentation, Sybase was found to meet and exceed the real-time require-ments for storing data from a single MET station. A miniature REINAS-like system hasbeen built around a Sybase database. The system includes a typical research MET stationdeployed on the UCSC campus and con�gured to output a complete local weather pro�lemeasurement each second. Each set of measurements is time-stamped and inserted into aSybase database table. At this rate, approximately 5 MB of weather data are accumulateddaily. Concurrently, a database application xmet.server acts as a weather server for clientapplications such as xmet and met.The client applications can be run on any networked workstation and allow the userto monitor current weather conditions as reported by the UCSC REINAS MET station aswell as MBARI's OASIS buoys located in Monterey Bay. Several client applications canbe run simultaneously. Each client application communicates with the server application,requesting the current local weather data on a periodic basis. The server program respondsby querying the Sybase database for the most current weather record and relaying the record



44 5. System Designto the client applications. In this way, individuals as far away from Santa Cruz, Californiaas Pittsburgh, Pennsylvania and Sydney, Australia have monitored local Monterey Bayweather in real time.Throughout the development of this demonstration system, Sybase has proven capableof handling the real-time demands of concurrent insertions and queries. Ad-hoc query testsrequiring extensive searching and disc access have shown that Sybase can perform morethan 20 times faster than the Postgres database system (see 3.5.2).5.4.2 Postgres Database Management SystemThe Postgres database system was developed under Prof. Michael Stonebraker at U.C.Berkeley as a successor to the Ingres relational database system [Sto91]. The stated goalswere:� Support complex objects, i.e., objects such as a drawing or a geographic region. Post-gres objects support many object-oriented programming concepts, such as inheritance.� Provide for extending the database with custom user-de�ned data types, operators,and access methods. This allows researchers to extend the basic system with low-levelfacilities that are tailored to special problem domains.� Provide alerts and triggers that make the database \active" as opposed to passive,and support forward and backward inference chaining.� Provide crash recovery and take advantage of new storage media, such as optical disks.By default, data in Postgres is never deleted or updated, rather successive \versions"of a data object are maintained. This permits all queries to be quali�ed by time, afacility known as \time travel."� Minimize changes to the relational model while supporting the above.Postgres thus provides an environment for implementing and testing new ideas indatabase research. Currently, Postgres is being used to support the Sequoia 2000 project.As part of this e�ort work is ongoing in implementing compression/decompression at thestorage level and integrating compression with network communications so that data is notuncompressed until it arrives at the client workstation. E�orts are also underway to couplethe GRASS GIS (Geographical Information System) with Postgres, to extend Postgres tohandle GIS types of queries, and to interface Postgres with visualization tools such as IDL,AVS, and Khoros. To enhance Postgres performance, the Postgres database is being usedas the physical bottom level storage manager, i.e., the database is not running on top of a�le system but is managing disk space directly. An example query the Sequoia 2000 projectintends to support is given as: \Select all day time AVHRR images for the Southern SierraNevada between October 1991 and June 1992 and sort chronologically."For our purposes, Postgres has the advantage of being available as source code, support-ing customization and database research at all levels, operating in the Internet environmentin a distributed fashion (including across heterogeneous platforms), and in addition is beingcurrently applied to a very related problem domain, i.e., the large scale global change re-search undertaken by the Sequoia 2000 e�ort. A commercial version of Postgres should soonbe available. We are told that it is two to three times faster than the University Postgres.



5.5. Distributed System Tools 455.5 Distributed System Tools5.5.1 OverviewThe integration of the various components of the REINAS system will be accomplishedvia the operating system and distributed development tools. One way of accomplishingthis would be to use a distributed operating system geared towards the integration ofheterogeneous environments and tools. However, our evaluation of distributed operatingsystems has not identi�ed any systems su�cient to meet all the needs of the project.Therefore, we have studied various distributed tools that can be used to integrate widelydistributed systems in addition to local operating systems. Requirements for a distributedsystem include security, fault-tolerance, transparency, scalability, and heterogeneity. Thissection discusses several tools that might aid in connecting the various components of thesystem together.5.5.2 Operating SystemsThe �rst technology evaluation and research was the search for appropriate operatingsystems. Operating systems are needed on several levels in the REINAS project. They canbe local to the instruments and to the machines through which the information from theinstruments will pass.The Distributed Computing Environment (DCE) is a complete distributed system in-cluding a �le system (which is just now becoming available), a remote procedure call package(RPC), threading, synchronization, a resource tracking database, and security. This set offeatures will be useful for distributed application development for the users as well as forintegrating the components of the REINAS system. At this point, we are contemplating us-ing the RPC package for communication across the system. The complexity of the packagehas led to some work designed to simplify its use. This work is also described below.Since a necessary component of a distributed system is a distributed �le system thatallows transparent access to data distributed across several sites, we have studied possible�le systems. The inability to acquire DFS (because it is still in development for mostvendors), and the similarity of DFS to the Andrew File System, led us to evaluate theAndrew File System as a possible transitional tool for the integration of distributed datauntil DCE/OFS is available.The Kerberos Security System [MNSS87] is a system that provides multiple levels ofsecurity for data resident in the system or being transmitted across the network. It providesboth authentication and encryption for data, and the various combinations of these makeup the varying levels of security provided by the system.ISIS is a distributed programming environment [CB92]. The ISIS user can write reliabledistributed programs which tolerate server failure and network partition. ISIS potentiallycould be used to write a distributed database server. ISIS appears to su�er from performanceproblems that make its use on the typical Internet workstation questionable.Prospero is a means by which the users of a system can customize their view of thedata distributed across a �le system [Tha93]. It is based on the Virtual System Model,which allows the users to organize their data according to their personal preferences whilecontrolling other user access to their data.



46 5. System DesignPegasus is an ambitious research program intended to develop a distributed multimediasystem [MLM92a]. Pegasus is representative of research e�orts to develop large distributedmultimedia databases. Few of these e�orts have reached the stage where their results canbe applied operationally.5.5.3 PC UNIX EvaluationThe operating system requirements for user, data, and computer servers are simplyde�ned as the ability to run current versions of Unix, be Internet compatible, and becompatible with and support any of the Internet or Unix dependent software identi�ed asa REINAS requirement.Unix is needed for DCE, AFS, X, TCL, and Kerberos. OS/2 may possibly be availablelater for DCE on micros. There are a great variety of Unixes available, and it runs onvirtually every platform.In addition to low-level OS requirements, REINAS requires high-level distributed proto-col or \glue" to tie the various components of REINAS together. This level of an operatingsystem is often described as the Job Control level. We are currently experimenting with theuse of Tool Control Language (TCL), developed at UC Berkeley. TCL essentially allows veryrich distributed scripts to be written in the X-windows environment. TCL is a completeshell, in addition to being \X aware." Potentially, many of the attributes and features ofthe windows displayed by a system using TCL can be de�ned by the TCL script and neednot be speci�ed by the application. This is somewhat reminiscent of the manner in whichprocesses under Unix are unaware of �le I/O redirection performed by normal shell scripts.5.5.4 Distributed Computing Environment (DCE)The Distributed Computing Environment (DCE) [Fou92] is a product of the OpenSoftware Foundation (OSF) that provides a number of tools and services for developingdistributed applications over heterogeneous networks. Currently DCE exists for DEC Ultrix,IBM AIX, OS/2 and HP platforms. SunOS, OSF/1 and SCO XENIX versions are slatedfor future release.The components of DCE [Ope92] include:� Threads { A user-level threads package provides for the maintenance and synchro-nization of multiple threads of control within a single process. All of the other DCEservices depend, directly or indirectly, on the existence of threads.� Remote Procedure Call (RPC) { An interface de�nition language, the associatedcompiler, and a runtime service program constitute the RPC facility. The tools areintended to support a client/server relationship over the network that appears identicalto a local call environment. Authenticated RPC is provided by integration with theDCE Security Service.� Directory Service { The directory service is a resource tracking database, typicallyused to store information about users, machines, and RPC services. There are severalcomponents of the directory service: the Cell Directory Service (CDS) managesinformation about a group of machines called a DCE cell; the Global Directory Service(GDS) provides standard directory services (CCITT X.500/ISO 9594); �nally, theGlobal Directory Agent (GDA) is the intermediary between the local CDS and aglobal service, which may be GDS or the Domain Name Service (DNS). Both CDSand GDS are accessed via the X/Open Directory Service (XDS) API.



5.5. Distributed System Tools 47� Distributed Time Service (DTS) { DTS synchronizes the clocks of hosts partic-ipating in DCE according to the Coordinated Universal Time standard. It canaccept an external time provider. The notion of time in DTS includes an inaccuracyfactor, which means indeterminate results are not eliminated when DTS comparestwo times.� Security Service { DCE security services are based on version 5 of MIT ProjectAthena's Kerberos [SNS88] system, although the Kerberos API is not available di-rectly to the DCE programmer. Normally, security is handled transparently withAuthenticated RPC, but interfaces to the Security service's components, the Reg-istry, Access Control List and Login facilities, are provided.� Distributed File Service (DFS) { DCE implements a complete distributed �leservice, including an optional physical �le system called the Local File System, whichallows for replication and logging, as well as the use of DCE Security facilities foraccess control. Caching and replication help to provide \high performance". Disklessworkstation operation is supported. However, this component of DCE has only beenreleased on some vendor's workstations.In order to make RPC calls with the DCE RPC package, a programmer must: de�ne aserver interface, compile the interface de�nition so that it can be linked into the client andserver applications, write the client and server applications, including code to interact withthe DCE runtime services, and compile, link, and run the server and its clients.Writing of an application involves using a special language called the Interface De�nitionLanguage (IDL) to specify all of the data types that will be shared between client and server,as well as the parameter types and return types of all of the server operations. IDL providesa C-like syntax for de�ning server interfaces, including function prototypes, data structuredeclarations and typedefs. Also included in the interface de�nition are a Universal UniqueIdenti�er (UUID), and a version number, which are used to identify server interfaces whenobtaining binding information from the directory service.A �le called the Attribute Con�guration File (ACF) allows the programmer to modifythe application's interaction with the stub code. Using the ACF, the programmer can choosefrom several methods of obtaining and using server bindings from CDS, indicate interestin speci�c error messages and specify where to store them, de�ne user-written conversionsbetween application and interface data types, and specify in-line or out-of-line marshalingof data.Using the interface de�nition and the ACF, the IDL compiler generates object code forclient and server stub routines that handle the format conversion and network transmissionof function parameters and results. The compiler also produces a header �le that containstype de�nitions and stub-function prototypes that are then included in the client source�les.DCE remote procedure call is extremely exible, and consequently deviates substantiallyfrom a local call environment: one or more interface de�nition �les must be written. In allbut the simplest applications, clients use the DCE directory service to obtain informationabout servers, which requires some arcane initialization code. Also, handling exceptionsand server failures is unwieldy.Accordingly, we have undertaken the writing of a \stub compiler" that will acceptannotated C code, and perform the above tasks for the user. So far, it performs as follows:



48 5. System Design� The stub compiler scans the server code for functions declared with the remote key-word. IDL operation declarations are generated for them, and IDL type declarationsare generated for each type used as a parameter or return value.� The compiler removes the remote keyword from the server �le(s), and inserts the codethat exports the server interface to CDS� The client code is also modi�ed: #include directives are inserted that import thenecessary DCE header �les, as are some variable declarations and the code thatimports server bindings from CDS.As yet, the compiler handles scalar types, typedef names, and structures|the latter twoonly so long as they are not nested. Pointers will work correctly in some cases, if their usecorresponds to the default DCE treatment.Functionality still needed includes:� An ACF �le needs to be generated to indicate the kind of interaction with CDS desiredby the user.� The compiler should perform some dependency checking and compile any DCE �lesthat need it.� Clients should be able to import multiple server interfaces. Servers should also be ableto import other server interfaces. It remains to be seen whether the latter is readilydone without sacri�cing the availability of threads in server programs.� Pointers, and other data types that give DCE problems, should be handled or disal-lowed entirely in RPC calls.DCE is a highly exible distributed computing tool that could bene�t the developmentof distributed applications in the REINAS project. It has many tools and features thatwould allow a wide variety of applications to be created for many purposes. The problemwith DCE, as mentioned, is that its exibility leads to complexity in its use, and this makesDCE more di�cult to use. DCE is a su�ciently extensive system that with all of its featuresentails signi�cant amounts of learning overhead. However, with some front-end interfacesthat can make it easier to use, DCE is appropriate for many aspects of the REINAS project.The major drawback that we are currently facing, besides the complexity of the system, isthe lack of the Distributed File System, without which, much of the DCE system is unableto function. The RPC package, however, will still be useful for application developmentwith the front-end attached to it. The stub compiler will not restrict functionality, and itwill make using the package much simpler.5.5.5 Andrew File System (AFS)Andrew was developed at Carnegie-Mellon University (CMU) (with funding from IBM)[Sat90]. Andrew was intended to be secure, scaleable to at least 5000 RT workstation classnodes, and replace the use of centralized mainframe timesharing in university environments.Development started around 1984 and continues to this day. An Andrew workstation isa \normal" workstation that has access to a large special directory subtree, /afs. Thisdirectory is shared with all other Andrew workstations. Cooperating servers implement thedistributed directory. The user need not be concerned with the implementation speci�csof remote-�le service. Andrew is strictly a distributed �le system. No user applicationscan run on the Andrew servers. Security is enhanced since users are con�ned to executing



5.5. Distributed System Tools 49applications on their local workstation. This overall architecture resembles that used byNovell's Netware for PCs.Andrew servers run VICE. The user workstation's run requestor software called VENUS.VENUS intercepts local �le system requests and transparently maps them to Andrewrequests. Pathname translation (locating �les) is performed by VENUS using VICE services.Temporary �les are always created on the local server. When a shared �le is opened, it iscopied to the \cache" (the local disk) of the local workstation. When the �le is closed, it iscopied back to the server if it has been modi�ed. All �le access between the open and closeis to the local �le copy.The Andrew development team has left CMU to found Transarc for the purpose ofbringing a commercialized version of Andrew to market. Andrew is often referred to asAFS. AFS is available from Transarc on a wide variety of Unix platforms: IBM AIX, Sun,Decstations, etc. Transarc has worked with the Open Software Foundation on DCE, andAFS form the basis for the DFS of DCE.Although Andrew originally used it's own version of the Needham and Schroeder privatekey algorithm, they have recently adopted the MIT Kerberos authentication system. Accesslists in Andrew apply to entire directories, not to speci�c �les.CMU is currently working on the CODA system. CODA is a descendent of AFS-2, andis intended to investigate high availability and disconnected operations (laptops). These areviewed as essentially the same problem. Note that Andrew is not particularly fault tolerantand is subject to single points of failure.Andrew is well suited for student use. Students spend their time compiling many small�les. In this environment, treating the local disk as a cache is a very good strategy { thestudents �les will be located on the workstation for the duration of the session, after whichthey will be stored on the servers until the next session. In student workloads, sharingis minimal. If the architecture of REINAS can be placed into this model of interaction,Andrew should prove very e�ective. If shared �le access is common, then use of Andrew ismore questionable. Andrew is probably an e�ective way to provide access to all the support�les that will be require by REINAS.5.5.6 Kerberos Security SystemOne of the major issues relevant to the REINAS project is the problem of security.The large number and variety of potential users of the REINAS system, coupled with theprivate nature of much of the data, require security designed for a networked environment.One way of handling the problem would be to use an existing security environment foruser authentication and data encryption. Kerber2 is a third-party authentication systemdesigned for open network computing environments. Its primary goals include creating asecure identi�cation mechanism for both clients and servers, reliability of the authenticationservice, transparency, and scalability. It provides three levels of protection: authenticationupon initial connection, per message authentication without encryption, and per messageauthentication with encryption.The Kerberos system accomplishes these objectives with the following software compo-nents: the applications library, the encryption library, the database library, the administra-tion programs, the administration server, the authentication server, the database propaga-tion software, the user programs, and the applications.



50 5. System DesignThe Kerberos system is a recommended tool for the REINAS project. It is designedto be integrated into an open system, and some of its components are replaceable. Forinstance, the database software is replaceable, and it can be customized to the environmentthat uses it. Further, Kerberos is a tested application that is already in operation at varioussites. Integration of Kerberos into a system involves including Kerberos calls into existingapplications as well as setting up the database. This would mean that use of the systemwould not be an extremely di�cult problem. Also, the exibility of the various levels ofauthentication available in Kerberos makes it an attractive tool for the REINAS system.The major drawback of the Kerberos system with respect to REINAS is the problemof limited ticket lifetimes. Tickets are the means, in messages, by which authenticationis carried out, but the lifetimes of these tickets are restricted to further tighten security.The problem is that operations can not simply start failing once the time limit runs out.Otherwise, critical data could be lost once the ticket expires. Since the lifetime of the ticketcan be set by Kerberos administrator, this is not an overwhelming problem. However, itwould be necessary to automatically regenerate tickets for services to guarantee that dataare not lost, and that processes do not stop operating.A second pair of problems with Kerberos is the problem of authentication forwarding ifa user or service attempts to access another host from an initial host, and the problem of aserver gaining access to protected information in another �le server on behalf of the client.These are problems that have not been adequately handled in the Kerberos system. In ascalable distributed system this is an important problem, and we would need to handle itin the REINAS system.5.5.7 ISIS Distributed EnvironmentISIS is a distributed programming environment developed at Cornell University [Gro91].ISIS is essentially a technology for distributed control. That is, the facilities ISIS providesare largely oriented towards controlling some underlying activity in a networked setting.ISIS can be viewed as a tool for monitoring a system or subsystem, reacting to events thata�ect or recon�gure it, and in general sensing conditions and coordinating a response in afault-tolerant manner.ISIS is implemented on top of UNIX and sits at the application level in UNIX. It providesprimitives for reliable programming including process groups and ordered atomic multicast.On top of these primitives, ISIS provides a toolkit of solutions to common sub-problems indistributed computing such as distributed synchronization, resilient computation, loggingand recovery. With the various tools in ISIS and the well-ordered environment that ISISprovides, writing dynamic and fault-tolerant distributed programs can be as simple aswriting programs for a single central machine [MWC90]. Note that ISIS is basically abig-machine technology. It runs well on UNIX workstations and mainframes, whereas PC'sare essentially ignored in ISIS.The ISIS system addresses a broader and more complete distributed environment withjob management and monitoring than other solutions such as reliable broadcast protocols,shared memory models, remote procedure calls (RPC), etc. Basically, ISIS is a subroutinepackage [MW91] that employs protocols built over UDP to ensure that messages willbe delivered reliably and in order; it adds headers to messages and delays messages onarrival (if necessary). This reliable, consistent ordering of messages is called \VirtualSynchrony" because events such as multicast and detection of failures are atomic in a



5.5. Distributed System Tools 51virtually synchronous setting and appear to happen one-at-a-time in a consistent order atall sites. With this approach, one can often arrive at elegant, e�cient solutions to problemsthat would be di�cult to formulate { and extremely complex to implement { on a baremessage-passing system.ISIS has demonstrated itself as a fundamentally new way to design and program fault-tolerant distributed systems [Mar90], [MW90]. Unfortunately, the performance problemand overhead of using the ISIS package has negative impact on real-time systems. ISIS sitsat the application level in UNIX and has to pay high performance penalty.Another important limitation of the ISIS system is its lack of mechanisms for buildingvery large networks (hundreds of nodes). ISIS assumes that all members of each groupwill cooperate to manage the group state or perform operation on behalf of clients. Thisis an appropriate model for achieving fault tolerance with small groups of 3 or 4 processes.However, as applications grow larger, the ISIS user has to employ ad-hoc hierarchicalstructuring mechanisms to circumvent this limitation.Other limitations of ISIS include its weak security, poor modularity of the system andits lack of support for object-oriented programming and speci�cation. Current ISIS is toomonolithic to be used in a \mix-and-match" manner, and too large to run e�ectively on asmall dedicated machine.The conclusion is that we will not use ISIS to implement REINAS until some of the keyissues such as real-time guarantees, scalability, and security, are resolved and performanceof the ISIS application are improved to suit the real-time environment. However, manyISIS ideas and utilities for designing large reliable distributed system are de�nitely worthstudy. We will monitor closely the progress of the current ISIS related projects at Cornell,especially porting ISIS to Mach.5.5.8 Prospero Distributed File SystemTwo of the major considerations in the REINAS project will be convenient and easyaccess to large volumes of information distributed across several sites, and user-level infor-mation organization. These issues create the need for an organizational tool that includessecurity mechanisms, customizations tools, and hierarchical design. Further, since this sys-tem will be used by at a very high level, the system must also be highly transparent as wellas highly scalable.The Prospero �le system is a distributed system designed for local organization ofinformation that is distributed across an Internet and for easy access to information atremote sites organized similarly (using Prospero) [Neu92]. It has been successfully usedto organize information from Internet archive sites, including software releases, archivesof Internet mailing lists, copies of technical reports, and conference papers. It has alsobeen used as the preferred method of remote access to \archie", a database that maintainsinformation about �les available from key archive sites [Tha93].The basis of Prospero is the Virtual System Model for organizing large systems. Ithas the following features: support for customizable name spaces, user-level name-spaceconstruction tools, synonym support, and name space resolution mechanisms. A virtualsystem is a particular user's view of the organization of the system. Users can map one �lestructure to another, completely di�erent, view of the same structure with union-links and�lters. A user can set up his or her own name space by creating a root directory with thecommands provided by the system for virtual system manipulation. These commands are



52 5. System Designsimilar to UNIX �le and directory commands. Filters are programs attached to links thatallows target directories to be altered, and union links are links to directories that allow theview of the directory to be changed. Note that links are insensitive to local �le system andmachine boundaries [NA93].Prospero works in conjunction with other security packages to provide the security re-quirements for the system. It has a high-level security mechanism including authenticationcommands, and permission attributes associated with each object in a virtual system. Infor-mation about individual objects in the system are listed in access control lists. Frequently,the Kerberos [SNS88] authentication package is used as the underlying security mechanismfor object protection.With respect to REINAS, Prospero would be a valuable tool for enabling the scientiststo organize and protect environmental data distributed across the system. Prospero allowsscientists to organize data relevant to their research while protecting sensitive data andaccessing public data relevant to their work. Its transparency will make it fairly easyfor the scientists to organize their data using this system. Prospero's exibility and itsinherent scalability is necessary for the type of system that the REINAS project is meantto demonstrate. At present, a guest virtual system is set up for testing purposes. Certainsoftware, particularly the most recent release of Kerberos, will be necessary to test theproduct's usefulness and performance thoroughly.5.5.9 Pegasus Distributed Storage ServiceThe Pegasus project is a research project being conducted at the Universities of Twenteand Cambridge. It o�cially began in September of 1992, and is scheduled to last for 3years [MLM92b], [MLM92a]. Its primary goal is the creation of an easily-used distributedmultimedia system that can scale to millions of nodes. Requirements for this service includearbitrary levels of reliability and availability (speci�able by the user) and the ability to storedigital video and audio in real time.The �rst part of the Pegasus project is to build a distributed storage service thatcan be expanded to a world-wide scale, can provide arbitrarily high levels of availability,and is capable of storing multimedia documents in real time. It will comprise threelayers: the bottom layer for permanent storage of non-replicated objects of various types(including volatile RAM, magnetic disks, and disk jukeboxes), the middle layer for storageand management of objects, and the top layer for management of typed objects and interfacemanagement [BMvdV92]. The second part of the project includes building a multimediainfrastructure that allows activities such as video conferencing, multimedia documentexchanges, etc.The network will be an Asynchronous Transfer Mode (ATM) network, and will be thecommunication medium for the other components of the system. The multimedia terminalswill be regular workstations running the Pegasus operating system. The devices for actuallyprocessing and receiving specialized data (such as cameras, video units, sound systems, etc.)will be connected to the system via the network, instead of directly to the workstations.They will be connected to the terminals with desk-area networks (DAN) centered aroundATM switches. The multimedia servers will handle the details that will allow interactiveprocessing of multimedia streams.A subproject of Pegasus is the design of distributed complex object service (the storagearchitecture) [SKB93]. The �le server serves the purpose of providing �le and directory



5.6. Networking Support 53storage. It will be a self-contained and invisible (to the users) part of the system that runsa specialized operating system and user-level code. The purpose of the distributed storageservice is to provide a complex-object service, a global name service that can be used toname everything in the system, and a service for storing digital data (particularly videoand audio) in real time.Multimedia documents are complex objects having many components including video,audio, text, graphics, and animation structures. Another subproject of Pegasus is to createan environment that allows convenient manipulation of multimedia documents. One of theprimary goals of the project is to make manipulation of multimedia objects nearly as easyas normal programming.A subproject of Pegasus is to create an Automated Digital TV Director that selectsbetween various cameras and microphones based on processing of the incoming audio andvideo streams. This application will allow conferences in separate rooms to be monitoredand transmitted automatically. One goal is to automatically decide which camera shouldhave its data displayed, depending on who is speaking.Since the Pegasus system is a project that is being conducted concurrently with ourproject, it will not provide us with a usable product in su�cient time to aid the REINASproject. However, many of the ideas being explored in the Pegasus project are relevant toREINAS. The goals of the storage architecture are parallel to the needs of the REINASsystem. In particular, the high level services, the �le system, and the archive server protocolsshould be worth investigating as they develop.5.6 Networking SupportCommunication among REINAS components and users will be accomplished via amultimedia networking infrastructure that encompasses new and existing telephone lines,Internet connections, and radio links, as well as the networking software and hardwareneeded to control and manage the interconnection of REINAS sites. Satellite links couldbe incorporated in the future.5.6.1 Initial Network Con�gurationDuring Phase II and the beginning of Phase III, the REINAS network has been limitedto extending the connectivity that is already in place among the REINAS sites. Theinitial topology of the REINAS network consists of seven immediate sites that will beinterconnected by October, and two additional sites that are very likely to be interconnected.The initial REINAS sites have been selected based on our study of the user requirementsand the availability of instruments. These sites are:� UCSC, which has a REINAS MET station that is currently located on the roof of theApplied Sciences building� UCSC Long Marine Lab (LML), which has a MET station� MBARI Moss Landing, which has a MET station� The MBARI OASIS M1 and M2-Buoys� Lockheed, which will have a REINAS MET station by September� Elkhorn Slough, which will have a REINAS MET station via M/SC net by September� The NPS MET station



54 5. System Design� The Fort Ord vertical pro�ler and MET stationTo demonstrate the management and visualization of data from as many MET stationsas possible early in Phase III, an analog phone line will be established between the Lockheedsite and the UCSC site. In addition, two low-speed radio links (9600 bps) are beingestablished; one between the MBARI Moss Landing site and the Elkhorn Slough site, andanother one between NPS and Ford Ord.The purpose of the low-speed radio links is to test the feasibility of acquiring data fromremote sensors over low-speed radio links as part of the multimedia REINAS network.5.6.2 Mutimedia Network for REINASAs we have stated, the initial network support for REINAS is based on the use ofexisting Internet connectivity with a few additional telephone and radio links. However,in the future, REINAS will include several mobile sites (e.g., boats with MET stations)and applications that require the transport of large amounts of information, specially forremote visualizations, where one minute animation can require in the order of 160 Mbps.The information exchanged in REINAS will include multiple media (text, voice, images,graphics and animation, and even video), and such information has to be distributedin real time (e.g., during a multimedia conference among multiple sites) over di�erenttypes of transmission media, including radio links and high-speed lines. Furthermore, thenetworking infrastructure of REINAS should allow a potentially large number of sensors tobe incorporated into the system. Accordingly, we see six major networking requirementsin REINAS: the ability to transport multimedia data in real time, scalability to a largenumber of geographically-dispersed sensors, mobility of sites, fault tolerance, e�cient useof multiple transmission media, and connectivity to the Internet.Today's internetwork technology is oriented toward the interconnection of desktop com-puters and large servers or mainframes in very stable operational environments whosetopologies rarely change. Existing wide-area packet switching networks have bandwidthsthat range from 56 Kbps as in MILNET to 1.5 Mbps (T1) as in the NSFNET backbone,which is being upgraded to T3 rates (45 Mbps). These networks are being used mostly forsuch non-real time applications as electronic mail and �le transfers of relatively small sizes(i.e., hundreds of thousands of bytes). On the other hand, existing wireless networks areoptimized to speci�c services (i.e., narrowband circuit-switched voice or packet-switcheddata).The marked di�erences between REINAS networking needs and traditional networkingtechnology indicated the need for new multimedia networking solutions to REINAS's uniquecharacteristics and to allow REINAS system engineers to better manage and monitorcommunication resources in support of data management, data visualization, and usercommunication.Translating the design of a new multimedia network design into a working prototyperequires the development of new algorithms and protocols to control the network, to selectroutes, to adaptively manage links, to control tra�c ows and congestion, and to managecommunication resources to meet user and system requirements for data gathering, manage-ment, and visualization. The rest of this section provides our current assessment of existingtechnology, addresses key problems in the development of the required network protocols,and outlines promising approaches for their solution.



5.6. Networking Support 55An early design choice for the REINAS multimedia network is the adoption of theTCP/IP protocol suite. This choice is based on the functionality provided by the protocolsuite, the choices of networking equipment available, and the need to develop new networkprotocols.The main research and development issues related to multimedia networking in REINASare:� Scaling to large numbers of nodes� Use of di�erent types of media for fault-tolerance and e�ciency� Support of multimedia distributed applications and collaboration in real time, requir-ing throughputs of hundreds of megabits per second� Support of mobile nodes5.6.3 Integration of Multiple Transmission MediaIn the design of the REINAS multimedia network, we relax the distinction between links,networks, and internetworks used to provide connectivity, so that the various transmissionsystems are treated in a uniform manner, leading to a fault-tolerant multimedia system.The provision for type-of-service routing and load-sharing via multiple types of transmissionmedia is a key component of our design. A communication security architecture could beintegrated into such a communication system. This design is based on earlier work byMathis and Garcia-Luna on survivable multimedia networks [MGLA87].A major issue in this design is how to organize a heterogeneous mix of communicationsresources into a fault-tolerant system. The e�ort is compounded because some of thelinks are dedicated, others are multiple access channels, and some are actually networks.Assets such as links, networks, and other internetwork systems are treated simply ascommunication mechanisms to transport data between REINAS routing nodes, which wecall multiband routers.To provide for a uniform architectural treatment of the various types of media andnetworks, we adopt a generic classi�cation of transmission media divided into four groups[MGLA87]:� Dedicated point-to-point circuits such as radio links.� Switched point-to-point circuits such as telephone circuits.� Addressed multidrop or multinode systems such as BARRNET� Broadcast systems such as multiaccess satellite channelsThis classi�cation is based on both the sharing aspects of the media and the switching oraddressing aspects. A link between multiband routers could be a point-to-point link (e.g.,leased lines), a switched link (e.g., dial-up lines), a broadcast system (e.g., various typeof multi-point radio), or an addressed system (e.g., a network). This general treatment ofthe transmission resources provides a basis for real-time communication using any availablemeans.Many multiband routers will be redundantly connected via multiple parallel links. Ac-cordingly, the concept of a path between multiband routers is introduced to symbolize thatfact. Thus some control tra�c (such as route updates) needs to traverse only a path betweenmultiband routers and not every link ; of course, link status probes would still be carriedover each link.



56 5. System Design5.6.4 Designing for Scalability and Fault ToleranceA critical element in the provision of fault tolerance and the ability of a network to scaleis the choice of the routing protocol used.For the purposes of routing protocols, an internetwork can be viewed as consisting of acollection of interconnected domains, where each domain is a collection of such resourcesas networks, routers, and hosts, under the control of a single administration. Current workin interdomain routing has proceeded in two main directions: protocols based on distance-vector algorithms (DVA), which we call distance-vector protocols, characterized by BGP[LR91] and IDRP [ISO91], and protocols based on link-state algorithms (LSA), which we calllink-state protocols, characterized by the inter-domain policy routing (IDPR) architecture[Ste92]. The same two basic approaches have been used in the Internet for intradomainrouting (e.g., RIP [Hed88] and Cisco's IGRP [Bos92] are based on distance vectors, andISO IS-IS [ISO89] and OSPF [Col89] are based on link states). We view REINAS as asingle domain, and focus on intra-domain routing protocols.The key advantage of DVAs, and the distance-vector protocols that use them, is thatthey scale well for a given combination of services. Because route computation is donedistributedly, DVAs are ideal to support the aggregation of destinations to reduce commu-nication, processing, or storage overhead [GLA88]. However, although Garcia-Luna andothers have proposed DVAs that eliminate the looping problems of old distance-vector pro-tocols like EGP and RIP [GLA93], an inherent limitation of using distance vectors is thatrouters exchange information regarding path characteristics, not link or node character-istics. Because of this, the storage and communication requirements of any DVA growsproportionally to the number of combinations of service types or policies [Jaf84]; therefore,supporting many types of services and policies using any DVA is inherently complex.Because of the failure in the past to overcome the looping problems of early distance-vector protocols (RIP and EGP in particular), using link states has been considered tobe the main practical alternative to internet routing. However, a key disadvantage oftoday's link-state protocols is that they require routers to broadcast complete topologyinformation by ooding. As pointed out by Estrin and others [ERH92], this approach doesnot scale well. The main scaling problems of today's link-state protocols are three: oodingconsumes excessive communication resources, requiring each router to compute routes usingthe same topology database at every router consumes excessive processing resources (e.g.,see the results shown in [ZGLA92]), and communicating complete topology information isunnecessary if a subset of links in the network is not used in the routes favored by routers.As a concrete example of the scaling problems of link-state protocols, Garcia-Luna andZaumen [GLAZ92] have shown that DUAL [GLA93] performs more e�ciently than OSPFeven in a relatively small network of the size of ESNET, even when OSPF areas and OSPFmasks are used in both DUAL and OSPF.The key concerns regarding the choice of a routing protocol for REINAS are scalability,e�cient use of multiple transmission media, and support of real-time multimedia applica-tions. However, as the previous paragraphs describe, the algorithms used for distributedroute computation in today's internet routing protocols have severe scaling problems. Onthe one hand, DVAs need to communicate routing information among routers on a per pathbasis, which leads to a combinatorial explosion of service types and policies. On the otherhand, LSAs require the same topology information to be replicated at all routers, whichconsumes excessive communication and processing resources in very large internets. Anadditional problem with today's internet routing protocols is that they are all based on



5.6. Networking Support 57shortest-path algorithms running over a simple graph. In the future REINAS multimedianetwork, two routers may be connected to each other through more than one link.Surprisingly, although the inherent limitations of LSAs and DVAs are well known, all ofthe existing internet routing protocols are based on these two types of algorithms, and thecurrent proposals for interdomain routing in large internets [Chi91], [ERH92], [Ste92] eitherare based on LSAs and DVAs or leave distributed route computation as open problem.Because of the multiband nature of the REINAS multimedia network and its expectedcomplex connectivity, choosing to send a packet over a given path on the basis of a simplecost metric (e.g., number of hops that the packet will traverse, or the delay in the path) is notalways su�cient. Furthermore, because the routing protocols implemented to date maintaina single shortest path between each source-destination pair of nodes, the throughput anddelay over the chosen paths may be suboptimal. In the REINAS multimedia network,multiple paths for each source-destination pair should exist so that routing of packets canbe more stable with respect to the tra�c load changes.New approaches are needed to solve the inherent limitations of today's internet routingtechnology, which dates to the design of the ARPANET routing protocols.During Phase III, we will study and develop new approaches for scalable routing inthe REINAS multimedia network. As a baseline for our work, we will �rst extend theinitial REINAS network with Cisco routers. The reason for using Cisco routers in theREINAS network is twofold. On the one hand, Cisco recently introduced an improvedrouting protocol (EIGRP), based on DUAL [GLA93], which promises to address a numberof REINAS networking issues. On the other hand, we are obtaining the Cisco routers onloan from Cisco at no cost to the REINAS project, which makes such routers an idealbaseline to start our performance studies on routing protocols. Based on previous analysisby Garcia-Luna and Zaumen [GLAZ92], EIGRP appears to be a better approach to scalablerouting than the routing protocols supported by any other vendor. We will run performancetests on EIGRP and use those results to guide our research.An important aspect of our research is extending today's routing protocols to the casein which routers are linked by multiple transmission media. An implementation of a \PCrouter" appears to be the logical step to implement our multimedia routing approaches forREINAS.5.6.5 Access and Use of Wireless NetworksThe main challenges we intend to address regarding the wireless component of theREINAS multimedia network are:� The need to conserve power in remote sensors� The need to support multimedia tra�c over multihop radio networks that need dis-tributed control� The need to support mobility of nodes (e.g., boats or terrestrial vehicles with portableMET stations)The protocols that need to be analyzed to address these issues are channel-accessprotocols and routing protocols aimed at wireless environments.



58 5. System Design5.6.6 Channel Access ProtocolsPower usage limitations dictate a minimum number of transmitted packets. The powerusage limitations mean that the receiver of a low-power sensor cannot be fully on all ofthe time. This restriction is imposed by the high current drain (80 to 300 mA) in today'sreduced-size receivers. In contrast, current channel-access algorithms require full-time two-way connectivity for transmission and acknowledgment. Even protocols designed for specialconditions such as EMCON (emission control) require the receivers to be on throughoutthe period when communication is expected. For tra�c from the sensor to the stationthat monitors it, power management is not a problem. The sensor itself is aware when apacket is ready for transmission and can wake up the transceiver section; hence, normaldemand access algorithms or polling algorithms can be used. The situation is very di�erentfor tra�c from stations to sensors. Assuming an information bit rate of 256 kbps in theradio channel and that each sensor sends packets of 100 bytes (including headers), a packettransmittal time is 2.4ms and polling 1000 sensors requires about 4.56 seconds, assumingno collisions and about 30% framing overhead. Collisions and retransmissions are likelyto occur, and radios with much lower bit rates may have to be used just for economicalreasons. Accordingly, it appears that strict polling schemes are not likely to succeed withlarge numbers of sensors sharing a common radio channel.There are many ways in which channel access protocols for wireless networks can beclassi�ed. For our purposes, it su�ces to classify them into contention-based and contention-free protocols. In either type of protocols, dynamic allocation of the channel capacity isnecessary to cope with large numbers of users.Contention-based protocols like the tree algorithms, CSMA and ALOHA [RS90] areperhaps the most popular channel access protocols today. In CSMA/CD, which is used inthe Ethernet standard, a station is allowed to transmit when it detects no tra�c in thechannel. A station listens to the channel while it transmits its own data; therefore, if morethan one station attempts to transmit at the same time, the stations detect the collisionof their data and they cease to transmit. On the other hand, if the signal of the datapacket transmitted by a station is able to propagate throughout the entire channel (a cablein Ethernet) before another station attempts to transmit while perceiving the channel asidle, the transmission is successful. Therefore, the �rst portion of the data packets sentby a station can be viewed as the station's reservation for the channel. Rom [Rom86] hasproposed a collision detection mechanism for radio channels. The key disadvantage that wesee with existing contention-based algorithms is that they require a station to contend for theshared resource every time a user has a data packet to send. Transporting isochronous mediarequires performance guarantees similar to those achieved with contention-free algorithms.Contention-free algorithms can be based on either reservations or token passing. Existingreservation algorithms break the channel into a reservation interval and a data interval.Stations trying to send data over the channel attempt to make a reservation or acquire thechannel control token during the reservation interval. A station sends data during the datainterval if it is successful in making a reservation or receiving the token. As Rom and Sidipoint out [RS90], these algorithms entail reaching an agreement on which stations need thechannel and apply an arbitration scheme to decide which station should get access to thechannel. Such a scheme is a priority structure imposed on th set of users, which are priorityclasses themselves. The Broadcasting Recognition Access Method (BRAM) [CFL79] andthe Mini Slotted Alternating Priority Protocol (MSAP) [KS80] are well-known examples ofthis type of protocols. A limitation with current contention-free channel access protocols



5.6. Networking Support 59is that they use either a separate control channel, centralized control by a base station(as in Goodman's packet reservation multiple access (PRMA) [Goo90]), or a �xed numberof reservation slots, which makes protocols such as MSAP applicable only in small userpopulations.During Phase III of this project, we will investigate whether a channel access protocol canbe designed that provides performance guarantees like contention-free protocols, withouttheir limitations. A promising approach consists of applying mutual exclusion algorithmsbased on elections.5.6.7 Routing in Wireless NetworksThe dynamic determination of optimum routes between nodes is fundamental in theoperation of multihop packet-radio networks, but becomes very costly when several mobilenodes are involved. A number of routing schemes have been proposed in the past to copewith this problem, and can be classi�ed as centralized, distributed, and hierarchical. Inthe centralized scheme, also called station-mode routing, a single node (called the station)ascertains the best path between each pair of nodes and upon request sends the requisiterouting information to nodes in the network. This routing strategy would be unacceptablein REINAS, because of the need to cover geographical areas that may not provide line ofsight from every mobile node to the same central station. In a packet-radio network usingthe fully distributed scheme (also called stationless mode), all the nodes participate as peersin the same distributed algorithm to determine dynamically the best path to every node.Finally, a number of hierarchical routing schemes have been proposed for the managementof routing information in large packet-radio networks. The main idea of such schemes is toallow each node to maintain exact routing information regarding nodes very close to it, andless detailed information regarding nodes farther away from it. The objective of doing sois to obtain a reasonable compromise among the size of routing tables, number of updatesrequired to maintain such tables, and the speed with which updates are propagated. ForREINAS, we opt for a fully distributed approach, because it can be applied to any type oftopography and node mobility, provided that the routing protocol used in the network doesnot consume too much bandwidth and is able to deliver data packets while nodes move.Little progress has been made over the past ten years or so in the provision of dynamicrouting protocols for radio networks with mobile nodes. Such techniques for multipath rout-ing in radio networks as those proposed by Shacham, et al [SCP83] and Davies and Davies[DD87] have been improved little if any. A major problem with the current approachesto routing in dynamic radio networks is the reliance on shortest-path algorithms for thecomputation of paths from source to destination.Garcia-Luna and Zaumen [GLAZ93] have recently proposed the �rst loop-free algorithmthat provides multiple paths from any source to any destination in a dynamic topology.The collection of all the loop-free paths from a given source to a destination implied by therouting tables at the network nodes is called the \shortest multipath" from the source tothe destination. A node in that multipath can forward packets to a destination throughany of its neighbor in the same multipath, without the source having to specify entire pathsor establishing connections, and without creating a routing loop (which can occur in ductrouting, creating additional congestion).We propose to augment the shortest-multipath algorithms developed by Garcia-Lunaand Zaumen by using GPS data to aid nodes in the rerouting of data packets aimed at



60 5. System Designmobile nodes, and to reduce the overhead of the routing algorithm. According to theproposed approach, a routing table entry for a given destination contains the networkdistance to the destination, a list of feasible neighbors in the multipath to the destination,and the coordinates of the destination. This implies that each node communicates its GPSto its neighbors when it transmits routing table updates. Based on this information, a nodeforwards packets based on the multipath toward the given coordinates of the destination,that is, a packet speci�es the destination and its coordinates. When a destination moves,it sends GPS updates, which are processed by the nodes able to listen the destination'stransmission. When a node receives a packet for a given destination that contains old GPSinformation, the coordinates are update and the packet is rerouted. We will investigatehow to de�ne geographical areas where destinations can roam without incurring routingtable updates, in order to reduce the frequency of routing-table updates. This problem isvery similar to the problem of hierarchical routing; however, the areas have to be de�neddynamically, based on the location of mobile nodes.5.6.8 Multimedia Collaboration in REINASOur view of multimedia collaboration in REINAS is one in which a researcher is emergedin a multimedia environment that is supported on-line and integrated into a distributedcomputing system. A scientist's window into the REINAS-supported experiments is througha workstation that supports all the media used by the experiments. The researcher sees(both video and images), hears, and reads what other researchers see, hear, and read. Thesystem supports full interactive participation among scientists. Furthermore, the systemsupports full interaction between users and on-line and support functions such as laboratoryfacilities, library facilities and specialized computing resources.Realizing this vision requires the development and use of a multimedia collaborationsoftware environment designed to support collaboration among multiple users of existingtools with minimal intrusion of existing software or user interaction styles. This environmentshould integrate voice with other media exchanged in a multimedia conference, and separateprivate workspaces from shared onesIn Phase III, we will address the development of a multimedia collaboration environmentfor REINAS by evaluating existing prototypes (AT&T's RAPPORT system and SRI'sCECED system are our current main candidates). Based on this evaluation, we will deploy amultimedia collaboration environment in REINAS to run experiments with REINAS users.The integration of the multimedia collaboration environment with the visualization softwaretools is particularly important in this phase. In addition, we will investigate the followingissues concerning multimedia collaboration in REINAS.Sharing resources in real time: A major issue in a real-time multimedia collaborationsession is how to control access to shared resources, and how to control who has the oor ina conversation. Providing this support requires the use of concurrency-control algorithms.Traditional concurrency-control algorithms developed for database systems are based onconict (or contention) avoidance, and must spend a substantial amount of time ensuringthat no conict will occur among the operations executed against the shared database.On the other hand, contention-resolution algorithms applicable to real-time multimediaconferences are very primitive. According to this approach, processes gain access rightsto resources through contention. There are two algorithms reported to date. The Colab



5.6. Networking Support 61system, developed by Ste�k and his colleagues, uses a \cooperative" concurrency controlmodel [ea87]. According to this model, each process sharing a resource has a copy of itlocally. Changes made to the shared resource by any process are broadcast to all processeswithout any synchronization. Human users use verbal cues (the equivalent of voice locks) tomitigate race conditions. Garcia-Luna-Aceves, Craighill, and Lang proposed a distributedalgorithm based on collision sensing [GLACL89]. This algorithm forces each process sharinga resource to assign priority to activity perceived over the network. Whenever a processreceives data over the network, it assigns the conference oor to the sender of the dataand blocks data originating locally. On the other hand, if a machine perceives that nodata are being received over the network and has local data to send, it assumes thatthe local conference participant can have the conference oor and starts transmitting. Ifmore than one participant starts sending data at the same time, more than one machinedetect contention after receiving data from one another. When that happens, the processesthat assumed having the conference oor relinquish it, stop sending data, and leave allparticipants free to regain the oor again. Contention for the oor is resolved through therandomness of the oor capture attempts or active human cooperation (e.g., establishingthe equivalent of voice locks using a separate voice channel to request everyone to back o�).During Phase III, we will study new contention-resolution algorithms aimed at real-timecommunication.Synchronization of multiple media in real time: Multimedia collaboration can gen-erate large amounts of data consisting of an heterogeneous mix of video, voice, graphics, andtext, which di�er in their tra�c parameters (volume, stream, bursty), and the workstationsreceiving such real-time multimedia must maintain the proper synchronization among allmedia.Multiparty connections: Data exchange will occur among multiple participants eachgenerating and receiving data. This requires multicast services to convey the data generatedby each source to all the recipients. The network will be require to replicate the data toconserve scarce resource, and to manage the multiparty session so that all participantsreceive consistent data. Furthermore, some scientists may join a multiparty session late,leave at any time, or may wish to form discussion subgroups. The network must providemanagement support for such dynamic sessions so that sessions can be created quickly, atwill, and working session should not stall because of changing participant population.Handling multiple types of service (TOS): To conserve resources the networkwill treat stream tra�c (e.g., video) di�erently than bursty tra�c (e.g., man-machineinteraction). It will also provide di�erent error control, and congestion control schemesto the various data types. Yet it will retain the integrity of multi-type connections and willdeliver to the user the data in a coordinated manner.



62 6. Project Schedule for Phase III of REINAS6. Project Schedule for Phase III of REINAS6.1 OverviewThe �rst two phases of the REINAS project involved the development of a conceptdesign, followed by the de�nition of detailed requirements. Activities include studyinginput from expected users, characterization of instruments and data, evaluation of technicalalternatives, and development of a preliminary architecture.Phase III is dedicated to building a prototype REINAS system. It includes beginning thedetailed design of the system, and establishing a growing computer network of heterogeneoussources, rates, and users.6.2 Equipment of Prototype REINASFor equipment REINAS will initially utilize existing computers, workstations, and per-sonal computers at UCSC, MBARI and NPS. Internet will be the means of interconnectingthe computers and instruments. Radio links will be used as part of the network. Heavy usewill be made of the existing instruments and computers at the sites mentioned below.6.3 SitesThe following instrument sites will comprise the initial prototype REINAS system:� UCSC REINAS Meteorological Station: Currently located on the roof of the AppliedSciences building. It will be relocated to a more scienti�cally interesting location onthe UCSC campus. Its location is approximately 37.00 N, 122.05 W.� UCSC/Long Marine Lab Meteorlogical Station: Existing MET station located at LongMarine Lab on extreme northern-most coastline of Monterey Bay.� MBARI Moss Landing Meteorological Station: Acquired MET station to be placed oncoastline at MBARI's Moss Landing Pt. Lobos support building.� MBARI OASIS M1-Buoy: MBARI OASIS meteorolgical and oceanographic instru-mentation mounted on a buoy and located at M1 site, located at approximately 36.75N, 122.03 W.� MBARI OASIS M2-Buoy: MBARI OASIS meteorolgical and oceanographic instru-mentation mounted on a buoy and located at M2 site, located at approximately 36.70N, 122.40 W.� Lockheed REINAS Meteorlogical Station: Acquired MET station to be located on theLockheed Missile and Space Company testing grounds in the Santa Cruz Mountainsnorth of Santa Cruz.� Fort Ord Wind Pro�ler Radar and Met Station: At present there is a 400 MHz pro�lerat Fort Ord. A 915 MHz unit is to be installed later in 1993.Others likely to be added later include:� CODAR Sites: Long Marine Lab and Pt. Pinos are the most probable sites for real-time data delivery.



6.4. Schedule 63� UNIDATA: Ingest UNIDATA observations, satellite imagery and models into REINAS.� Air Pollution Stations: Add Monterey Bay Air Pollution Stations, Hydrology stationsand others to network.6.4 ScheduleThe dates of Phase III are from July 1, 1993, to June 30, 1994.In last six months of 1993:� Establish protocol for network� Grow the network� Attach instruments� Data into Database� Preliminary fusion of model and instrument data� Begin instrument and site quality control on other agency sitesIn �rst six months of 1994:� Collaboration with scientists� Develop replay senarios� Develop standard products� Integrate new instrumentsIn the summer of 1994:� Full set of instruments on line� Meterologists and oceanographers can use Seabreeze data thru REINAS
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