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1. Introduction 31 IntroductionThe general trend in digital VLSI circuits is certainly towards higher complexity andfaster clock frequency. Further, as more circuitry is integrated into a single VLSI system andwider length words are processed in parallel, larger registers are more frequently employed.These registers require precise clock signals to synchronize local activity with the globalsignal. For optimal system performance, clock signals must reach each register at exactly(or almost exactly) the same time. Clock skew is due to the variations in the time of arrivalof a clock signal at clocked elements in a digital system. This skew is caused by severalfacts: (1) di�erent path lengths from the source to terminals; (2) di�erent capacitances ofterminals; (3) non-symmetrical topology of clock tree which adds the loading unbalances;(4) variations of physical parameters across the VLSI system; (5) transmission line e�ectsin high speed circuits such as the reection and cross talk. Clock skew has been identi�edas one of major limiting factors for high speed synchronous VLSI systems in sub-micronICs and multi-chip modules.The \H" clock tree is widely used in the IC industry [2]. However, it is only applicablefor symmetric arrays of logic elements. Some research work has been done involving theconstruction of a clock tree based on the general distribution of clock terminals. Algorithmspresented in [13, 14, 23] try to construct a clock tree with equal path length from the sourceto terminals. It has been proved that the algorithm in [23] guarantees a planar equal pathlength clock tree with minimum path length for arbitrary distribution of clock terminals.An improved algorithm in [21] considers Elmore delay balance instead of geometric lengthbalance. Another algorithm in [8, 7] improves the Elmore delay matching method byconsidering the minimization of the total wire length. But this algorithm yields minimalwire length only for a given clock tree and based on linear delay model.The Elmore delay model or simpler linear delay model used in the previous methods isnot enough for high speed interconnects which exhibit distributed RC behaviors in IC chipsor transmission line e�ects in multi-chip modules [2]. Furthermore, all the previous methodsassume the clock network to be tree topology. But in the IC industry, clock networks withloops such as clock meshes are often used [19].The clock network can be assigned with variable widths on wires to reduce the skew,which is also often used in the industry. By adjusting widths of clock wires, the electricalparameters such as resistance, capacitance and inductance associated with a clock wirewill be changed. According to circuit theory, the voltage waveforms at the terminals ofa clock network will be changed. Skew may be reduced if we update the wire widths insuch a way that the waveforms at the clock terminals have less di�erence in rise/fall time.Symmetrical variable widths are also used in \H" clock tree to achieve the proper impedancematching to reduce the clock skew caused by transmission line phenomena. In the case ofnon-symmetrical clock tree, i.e. the general distribution of clock terminals with variableloading capacitances, people in the industry often adjust the clock wire widths manuallybased on estimations or Spice simulation results. This usually takes long time and lacksaccurate relationship of timing and wire widths.In this paper, we present an optimization method to perform automatic sizing of clockwires for a given clock network. The topology of clock network can include loops. The clocknetwork can behave distributed RC and lossy transmission line properties, which occurin high speed large scale sub-micron ICs or thin-�lm multi-chip modules. This methodcombines internally a delay macromodel to evaluate the timing of the clock network during



4 2. Clock Network Sizingthe optimization process. This delay macromodel [15, 16] is based on scattering parameterswhich provides a very convenient means for describing distributed RC or lossy transmissionline at high frequency. The major objective of this clock network geometry optimization isto minimize clock skew, but by using our method, the path delay from source to terminalsalso tends to be reduced. All widths of clock wires satisfy the bounds and the minimumincrements imposed by the technology and routing resources.The organization of this paper is as follows. Section 2 formulates the optimal geometrysizing of the general clock network. In Section 3 we summarize the modeling of clocknetwork in both cases of distributed RC lines and lossy transmission lines, followed with theS-parameter based delay model. In Section 4, we de�ne the error function for optimization,and show the consistency of skew minimization and the least-squares estimation. We use ane�cient optimization method to determine the optimal widths of clock wires. This methodcombines the best features of the methods based on Taylor series and methods based ongradients. In Section 5, we present an e�cient algorithm for a clock tree to get the goodinitial width assignment such that the later optimization process will converge more quickly.Section 6 shows some experimental results including on the clock network with loops. Eachexample is tested in both cases of distributed RC lines and lossy transmission lines. Someconcluding remarks are given in Section 7.2 Clock Network Sizing2.1 Basic ConceptsA clock network consists of a set of branches and a set of nodes. A clock signal is sentout from a source which is driven by a driver to a set of terminals. All other nodes except forsource and terminals in the clock network are called internal nodes. Each branch connectstwo nodes. Note that a general clock network used here need not be restricted to a tree itmay contain loops, as illustrated in Figure 2.1(a).
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Figure 2.1: Clock networks and modeling



2. Clock Network Sizing 52.2 Problem FormulationGiven the topology of a clock network, the sizing of a clock network is to assign feasiblewidths on branches to optimize the performance, which includes minimizing the clock skewand path delay from the clock source to terminals. A feasible width of a branch is boundedby the maximum and minimum allowable widths. The maximum allowable width of thebranch is decided based on the routing resource in the layout, and the minimum allowablewidth is usually due to the process technology. The set of possible feasible widths for abranch is discrete, with a increment width � decided by the technology.We de�ne the following notations for the formulation of the sizing of a general clocknetwork.n: number of branches in the clock network;m: number of clock terminals;wi: width of branch bi;li: length of branch bi;wit: maximum allowable width of branch bi;wib: minimum allowable width of branch bi;�i: increment width of branch bi;W : column vector of widths of all branches, that is W = fw1; w2; : : : ; wngT , where thesuperscript T denotes matrix transposition.di: delay from the source to terminal ti;ci: capacitance at terminal ti;df : least delay from source to terminals;ds: largest delay from source to terminals;The optimal sizing for a general clock network can be formulated as an n dimensionaloptimization problem as follows. Let f(w1; w2; : : : ; wn) = ds � df ,Objectives Min f(w1; w2; : : : ; wn) (2:1)Constraints w1b � w1 � w1t; w1 2 fw1b; w1b + �1; w1b + 2�1; : : : ; w1tgw2b � w2 � w2t; w2 2 fw2b; w2b +�2; w2b + 2�2; : : : ; wt2g (2:2)...wnb � wn � wnt; wn 2 fwnb; wnb +�n; wnb + 2�n; : : : ; wntgIt is indicated by (2.2) that the branch widths should be bounded and discrete basedon some increments. For examples, for a IC chip with 1�m technology, branch widths areallowable between 1�m � 10�m and the increment is 0:5�m. For a substrate of a multi-chipmodule, branch widths are bounded between 10�m � 50�m and the increment is 1�m. Theobjective of clock network sizing is to further minimize the clock skew shown in (2.1), whileall branch widths satisfy the constraints shown in (2.2).



6 3. Clock Network Modeling and Interconnect Delay ModelSuppose that each branch has the same number of k feasible widths to be selected, theexhaustive enumeration method takes O(kn) times to iterate all possible combinations offeasible widths of all branches to achieve the global optimization of the objective shown in(2.1). However, this method is not feasible since it has exponential time complexity. Wehave to seek other e�cient optimization method to solve this problem.3 Clock Network Modeling and Interconnect Delay ModelThe optimal sizing of clock network , which is formulated in (2.1) and (2.2), dependson the calculation of the clock skew or delay along the network. The accuracy of thedelay calculation, however, heavily depends on the modeling of the clock network and theadapted delay model. If the interconnects are su�ciently long or the circuits are su�cientlyfast such that rise times of the waveforms are comparable to the time of ight across theline (determined by the speed of light), for example the wires on multichip substrates, theinductance also becomes signi�cant, and the wires must be modeled as transmission line.The clock network usually crosses the whole VLSI system with long wires and large loads.With the increase of chip size and especially for the substrate of multi-chip modules, theclock network will be modeled as transmission line when the clock frequency increases [2].To minimize the clock skew, the sizing should be performed on a good topology of clocknetwork, since the topology decides the branch lengths and the network structure. Some ofthe previous work can be found in [2, 13, 14, 21, 7, 23].3.1 Clock Network TopologyAn algorithm was proposed in [23] to construct a planar clock tree. It has been proved[24] that the algorithm guarantees a planar equal path length clock tree rooted directly atthe source, such that the path length from the source to terminals is minimized. A planarclock tree may be implemented on a single metal layer. Since it is easier to achieve uniformelectrical parameters on a single layer than with multiple layers, it is easier to adjust aplanar clock tree for zero skew and minimal path delay. Planar clock routing becomesfeasible when three or more layers are available. Also equal path-length is the �rst orderindication of balanced path delay from the source to every clock terminal. So, such a planarclock tree with equal path length provides a good clock topology for designers to optimizethe branch widths for minimizing the clock skew while maintaining the planarity of theclock network. In Section 6 of experimental results, there are two planar equal-path lengthclock trees are tested which are generated by the clock routing algorithm [23]. However,the sizing method presented in this paper can be applied on a general clock network evenwith loops as shown in Figure 2.1(a).3.2 Clock Network ModelingLumped RC circuit models[21, 7] become inaccurate when the clock frequency increasesand the wire length is enlonged in multi-chip modules or extra-large IC chips, and theinterconnect really exhibits distributed RC behaviors or even transmission line e�ects. Thecoupling noise on the clock network also becomes serious in high speed circuits. However, incurrent thin-�lm multi-chip module or large scale IC chip, the resistive e�ect still dominatesthe inductive phenomena such that the interconnection functions as a lossy transmission



3. Clock Network Modeling and Interconnect Delay Model 7line. So, we use two types of modeling for a branch of the clock network on chip and thesubstrate of thin-�lm multi-chip module.� a distributed RC line, when inductive e�ect is ignored.� a distributed RLC line, when inductive e�ect is considered.Given a branch with width wi, we get the resistance R and capacitance C of a unit lengthline [1] as R = =wi; C = �wi (3:1)where  is the wire sheet resistance and � is the wire unit area capacitance. For the lossyRLC transmission line model of a branch, the inductance L of a unit length line is obtainedbased on the semiconductor substrate [22], which can be expressed asL = �2� ln(8hwi + wi4h) (3:2)where � is the magnetic permeability of the insulator, and h is the interval between twoadjacent layers. If we enlarge the width of a branch, based on (3.1) and (3.2), the resistanceand inductance are decreased but the capacitance is increased.We size the whole clock network by modeling the branches as distributed or lossy RLCline. Figure 2.1(b) shows the modeling of a clock tree, where we assume this planar tree isimplemented on the same layer without vias. Each branch is modeled as distributed RC lineor lossy RLC transmission line. Note that terminals can have variable loading capacitances.3.3 S-Parameter Based Interconnect Delay ModelThe Elmore delay model [20, 21] is usually used for a RC tree. It is not suitable forthe interconnect network which is based on lossy transmission line model and has a generaltopology including loops. We use a generalized delay macromodel [15, 16] which is basedon scattering-parameters (S-parameter). S-parameter is easier to measure and to work withat higher frequencies compared to using other type of parameters. It also provides a veryconvenient means for describing distributed RC line or lossy transmission line.A RLC line can be viewed as a two port element based on the ground plane [15]. TheS-parameter of a RLC line [10] can be expressed asS = 12Z0Zccosh(�) + (Zc2 + Z02)sinh(�) �  (Zc2 � Z02)sinh(�) 2ZcZ02ZcZ0 (Zc2 � Z02)sinh(�) !(3:3)where Zc = p(R+ sL)=(sL) is the characteristic impedance, � = p(R+ sL)(sC)l is thepropagation constant. l is length of the line, and R, L and C are resistance, inductanceand capacitance of the unit length line. Z0 is an arbitrary reference impedance.A RC line can also be viewed as a two port element based on the ground plane. TheS-parameter of a RC line can also be expressed as in (3.3), where Zc = pR=(sC) and� = psRCl.



8 4. Optimization MethodThe S-parameter based interconnect delay model can handle the general network includ-ing capacitive cutsets, arbitrary loops and lossy transmission lines. It employs an e�cientnetwork reduction algorithm to reduce the original network into a network containing onemultiport component together with the source and terminals. Then Pade approximation[16] or Exponentially Decayed Polynomial Function approximation [15] is used to derive themacromodel. This delay macromodel is very exible that the trade-o� of accuracy andrunning time can be controlled by adjusting the order of approximation. At di�erent de-sign stages, the simulation accuracy and speed are combined to determine the level of themacromodel needed.4 Optimization MethodThe optimal sizing problem for a general clock network formulated in (2.1) is a n-dimensional optimization problem. The constraints shown in (2.2) constitute a feasibleset where the optimum solution is located. We turn the clock skew minimization probleminto a least-squares estimation problem. We use an e�cient optimization method [17] toachieve the optimal widths of clock branches. This method combines the best features ofthe methods based on Taylor series and methods based on gradients.Let df be the least delay among all delays from the source to terminals. For eachterminal ti (1 � i �m) with delay di, de�ne the error gi = di� df . The major objective ofclock network sizing is to minimize the skew, however as a by-product, the path delay willalso be decreased. Minimizing gi means approaching di to df such that both skew and pathdelay are reduced. Let a column vector G = (g1; g2; � � � ; gm)T , and1 we have the summationof all squares of errors.�(w1; w2; � � � ; wn) = GTG = mXi=1 gi2 = mXi=1 (di � df)2: (4:1)We thus get the root-mean-square (rms) error as� = q�=m =vuut mXi=1 gi2=m (4:2)The clock skew f(w1; w2; � � � ; wn) = ds � df . We have the next theorem to show theconsistency of minimizing the skew and minimizing the rms error when the optimizationproceeds.Theorem 1: Given a clock network, the root-mean-square error de�ned in (4.2) and theclock skew are linearly bounded each other.Proof: Since di � ds for all 1 � i � m, where m is the number of terminals andit is a constant for a given clock network, based on (4.2) and (4.1), we have � =qPmi=1 (di � df)2=m � qPmi=1 (ds � df)2=m � f(w1; w2; � � � ; wn). On the other hand, wehave f(w1; w2; � � � ; wn) � qmPmi=1 (di � df)2=m � pm�. 21The superscript T denotes matrix transposition.



4. Optimization Method 9Most algorithms for the least-square estimation of nonlinear parameters have centeredabout either of two methods [17]. In one method, the objective model is expanded as aTaylor series and corrections to parameters which are calculated at each iteration basedon the assumption of local linearity. The other method is based on the modi�cations ofthe steepest-descent method. Both of these two methods have their advantages dependingon the applications. While the methods based on Taylor series su�er from the possibledivergence of the successive iterates, the steepest-descent based methods may have a veryslow convergence of the optimum solution after the �rst few rapid iterations. The Gauss-Marquardt's method [17] tries to perform an optimum interpolation between the Taylorseries and the gradient based method. This method is based upon the maximum neighbor-hood in which the truncated Taylor series gives an adequate representation of the nonlinearobjective model. Some properties proved in [17] show that this method combines the bestfeatures of the previous two methods but hopefully avoids their limitations. This methodshares with the gradient methods the ability to converge from an initial guess quickly, andthe ability of Taylor series method to reach the converged values rapidly after the vicinityof the converged values has been reached.We apply the Gauss-Marquardt's method to solve the optimization problem stated in(2.1) and (2.2), since Theorem 1 shows the consistency of minimizing the skew and the rmserror for a given clock network. Set the width vector W = fw1; w2; � � � ; wngT . Startingfrom a initial solution of W (0), based on the Gauss-Marquardt's method, W is optimizedaccording to the following iteration formula:W (k+1) = W (k) � (JTJ + ��)�1JTGjW (k) (4:3)where the superscript k is the iteration count, and GjW (k) is the column vector of errors forall terminals at the kth iteration. J is a m� n sensitivity matrix with the (i; j)th elementJ(i; j) = @gi=@wj. � is a diagonal matrix in which the values of its diagonal elements arethe same as diagonal elements of JTJ . � is the Lagrange multiplier properly selected forspeeding up the convergence of the iteration process.The Lagrange multiplier � is dynamically adjusted at each iteration. The key featureof this optimization method is to search the feasible � such that the objective function isalways decreased at each iteration until the convergency of global optimum is reached. It hassome up-hill property similar to simulated annealing by selecting proper � to avoid the localoptimum. We use the strategy in [17] of selecting �, and allow the branch widths alwaysconstrainted between the lower and upper bounds as shown in (2.2). At each iteration,we �t the resultant width of each branch into the nearest discrete slot which is apart anincrement � from adjacent ones, such that the constraints shown in (2.2) are satis�ed.To obtain the sensitivity matrix J , one needs to get the sensitivity of error gi at eachterminal ti with respect to all branch widths. These sensitivities are computed by numericaldi�erentiation method [18]. Numerical di�erentiation is applicable to a complex clocknetwork which may have loops and is based on distributed RC and transmission line models.The iteration continues until the skew is less than a prescribed value, or requirediterations exceed. The skew is usually accepted if it is under �ve percent of the clock period.Note that at each iteration the clock skew is monotonically decreased. The convergency tooptimum values of Gauss-Marquardt's method is proved in [17].



10 5. Initial Widths Determination5 Initial Widths Determination5.1 OverviewThe optimization procedure starts from an initial branch widths W (0). A good startingpoint of W (0) will make the iterations shown in (4.3) converge to the optimum solutionquickly. A good initial W (0) should be in the feasible set and close to the optimum solution.We propose an e�cient algorithm to determine the initial branch widths specially fora clock tree topology modeled as distributed RC lines. As we pointed out, the exhaustiveenumeration method will take exponential times of the number of branches. This algorithmiterates the clock tree in linear time of the number of branches, where an branch is sizedeach time with the best feasible width which results in the smallest clock skew. A feasiblewidth is located into possible width slots for this branch shown in (2.2). The order of sizingbranches is from the source to terminals which tends to decrease both the skew and thelargest path delay from the clock source to terminals. The S-parameter based delay modelis used to evaluate the timing or clock skews.5.2 AlgorithmWe start on a clock tree with all branches assigned normal uniform widths. Ouralgorithm assigns one branch at a time with the best feasible width that achieves the smallestclock skew. We have the �rst rule for the clock tree sizing.Rule 1: At each stage, always assign a branch with the feasible width that results in thesmallest skew.A reasonable sizing order of branches in the clock tree is necessary to achieve a goodresult. As shown in Figure 5.1, the node v0 in a clock tree is supposed to have three childrenv1, v2 and v3 and one parent v4 which has shorter path to the source. Branch v4v0 is calledthe parent branch of the three branches v0v1, v0v2 and v0v3, and these three branches arecalled children branches of v4v0. The clock tree is partitioned into four subtrees shown inFigure 5.1. A set of terminals is connected in each of Subtree 1, Subtree 2 and Subtree 3.Assume that at the current stage the slowest terminal with the largest path delay ds is inSubtree 1, say terminal t11. We determine which branch of v0v1, v0v2 and v0v3 is enlargedfrom the initial width. If we enlarge the width of branch v0v1, the resistance of v0v1 isdecreased but the capacitance of v0v1 is increased. The decreased resistance of branch v0v1tends to decrease the delays from v0 to all descendant terminals in Subtree 1 including theslowest terminal. On the other hand, the increased capacitance of v0v1 tends to increasethe delay from the source to v0, such that the delays from source to descendant terminals inother subtrees Subtree 2 and Subtree 3 tend to be increased. The path delay from source todescendant terminals in Subtree 1 is the sum of delays from source to v0 and from v0 to theseterminals. So, we assign a proper width on v0v1 which results in the smallest clock skewin such a way that increases the path delays of faster terminals in Subtree 2 and Subtree 3and may decreases the path delays of slower terminals in Subtree 1. As the result, the clockskew is reduced, and at the same time the largest path delay may also be decreased. Theabove observation is well veri�ed in experiments, and matches the expectation based on thecommonly used delay models [20] for RC trees. This e�ect on path delays by adjusting thewidth of a branch, is applicable to a RC clock tree with arbitrary node degree.If we consider enlarging the width of v0v2 (or v0v3) in the clock tree shown in Figure 5.1,when the slowest terminal t11 is in Subtree 1, based on the previous analysis, the increased
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Figure 5.1: A clock tree with node v0 which has three children v1; v2; v3 and oneparent v4. The clock tree is partitioned into four subtrees.capacitance of v0v2 will increase the delay from source to those terminals in Subtree 1.On the other hand, the decreased resistance of v0v2 will decrease the delay from v0 toterminals in Subtree 2 such that the delay from source to these terminals in Subtree 2 maybe decreased. Since the slowest terminal t11 is in Subtree 1, the sizing of branch v0v2 hasalmost no help to decrease the clock skew, while the largest path delay from source to t11is worsened. This observation is also well veri�ed in experiments. We thus have the secondrule for the clock tree sizing.Rule 2: at each stage, always select the ancestor branch of the slowest terminal.The width distribution of branches in the clock tree has signi�cant e�ect on the pathdelay. A wider branch with decreased resistance will speed up the descendant subtree, butthe increased capacitance tends to slow down the path delay from source to this branch. Ifwe enlarge the width of a branch near the source, the decrease of delays from this branch toterminals of its descendant subtree outcomes the less increase of the delay from source tothis branch, such that the total delay from source to these terminals is decreased. On theother hand, if we enlarge the width of a branch far from the source, the decrease of delaysfrom this branch to terminals of its subtree losses from the more increase of delay fromsource to this branch, such that the total delay from source to these terminals is increased.We thus have the third rule for the clock tree sizing.Rule 3: always size branches in the order from the source to terminals.This rule guides not only the decrease of clock skew, but also the reduce of the pathdelay. This objective is also shown in the error function in (4.1) during the later optimizationprocess.We propose an algorithm of combining the three rules to obtain an initial solution of theclock tree sizing. This algorithm explores the clock tree from the source to terminals basedon breadth-�rst search. First, all branches are set the normal uniform width. A priorityqueue is used to store all branches in the search wave frontier which are discovered but havenot been explored. Based on Rule 2, the branch in the queue , which is the ancestor branchof the slowest terminal with the largest path delay, is explored next time. This branch is



12 5. Initial Widths Determinationexplored to be assigned with the best feasible width according to Rule 1. The search wavefrontier is then expanded to the children branches of this branch, such that all these childrenbranches are inserted into the priority queue. Note that the slowest terminal is changedduring this course. This process continues until the parent branch of the slowest terminalhave been explored, since according to Rule 2, the further sizing of remaining branches hasno help in reducing skew.Our algorithm is highlighted in the following pseudo-code.Clock tree initial sizing algorithmInput: a clock tree T modeled as distributed RC lines with a source and a set of terminals;Output: a clock tree with assigned branch widths;Procedure ClockTreeInitialSizing(T ) fQ = set of branches connected to the source;ts = the slowest terminal of the clock tree;b = ancestor branch of ts extracted from Q;s = skew of the clock tree;while (b 6= NULL) fAssign b the feasible width which results in the smallest s;for (each children branch bi of b)Insert bi into Q;Update ts;b = ancestor branch of ts extracted from Q;gg5.3 AnalysisSuppose that there are n branches in the clock tree. The algorithm iterates branches ofthe clock tree n times in the worst case. But it usually takes fewer iterations because thealgorithm stops if the parent branch of the slowest terminal has been explored. The priorityQ can be implemented as a binary heap, and the operation on the queue takes O(logn).Most computational time is used on the evaluation of delays.The next theorem shows the convergence of skew reduction during the course of initialclock sizing.Theorem 2: The clock skew is monotonically decreased as the initial clock tree sizingproceeds.Proof: First the clock tree has a skew when all branches are set the normal uniform width.Every time when a branch is sized, according to Rule 1, the new width assigned on thisbranch will result in the smallest clock skew at current stage. This least skew should notbe larger than the skew when the original width is assigned on this branch. It follows thatthe skew is monotonically decreased as clock tree sizing proceeds. 2



6. Experimental Results 13The S-parameter based delay model can be internally combined with our initial sizingalgorithm to reduce the computational time. As shown in Figure 5.2, the branch b isexplored. This branch always connects two separated subtrees of the clock tree, Subtree xand Subtree y. A network reduction algorithm is used in the delay model [15, 16] which canmerge each of these two subtrees into a multiport component. The source and terminals areports of the component. A multiport component can be characterized by its S-parameter.All branches in a subtree are internal to the multiport component. During the course whenwe iterate the feasible widths of branch b to obtain the one resulting in the smallest clockskew, component x and component y are unchanged with the same S-parameters. Only theS-parameter of branch b needs to be updated, and then merged with these two componentsby using the Adjoined Merging Rule in [15] to derive the delays.

Source
Subtree x Subtree yb

Figure 5.2: Branch b connects two separated subtrees which can be merged as twomultiport components which are represented by S-parameters.The initial clock tree sizing algorithm can also be used for a clock tree based on themodeling of lossy transmission line, since there the resistance still dominates the inductivee�ect. The above three rules for initial clock sizing still reects some aspects of minimizingskew and path delay in a clock tree based on lossy transmission line model. After the initialwidths are assigned, the optimization process is then applied to further minimize the clockskew.6 Experimental ResultsThe optimal clock network sizing method has been implemented in ANSI C. We usethree sets of examples to evaluate the performance of this method. The �rst example,Example 1, is the general clock network with loops shown in Figure 2.1(a). The secondexample, Example 2, is a clock tree shown in Figure 2.1(b). The third one, Example 3shown in Figure 6.1(a), is a planar equal path length clock tree with 18 terminals generatedby the clock routing algorithm in [23]. Each example of clock networks is assumed to beimplemented in two cases: (1) in IC chip based on distributed RC line model, (2) in thin-�lm multi-chip module based on lossy transmission line model. The above three examplesare summarized in Table 6.1.



14 6. Experimental Results
(a) (b)Figure 6.1: (a) a planar equal path length clock tree with 18 terminals, s is theclock source. (b) a planar equal path length clock tree with 54 terminals.Examples Maximum Path Length Longest Branch Length Shortest Branch LengthChip (mm) MCM (mm) Chip (mm) MCM (mm) Chip (mm) MCM (mm)Example 1 13.5 135 5.0 50.0 0.5 5.0Example 2 6.0 60.0 2.7 27.0 1.0 10.0Example 3 5.6 56.0 1.6 15.9 0.12 1.2Table 6.1: Three sets of clock network examples, each of which is implemented intwo cases: (1) in a 1�m IC chip based on distributed RC line model; (2) in a thin�lm multi-chip module based on lossy transmission line model.We apply the optimal sizing method on these three sets of clock networks. The clocknetwork is assumed to be routed on the same layer of metal. For the case in the IC chips,we use 1�m technology where the branch widths are bounded between 1�m � 10�m andthe increment is 0:5�m. For the case in the thin-�lm multi-chip modules, branch widthsare bounded between 10�m � 50�m and the increment is 1�m.Table 6.2 shows the typical electrical parameters of a 1�m technology IC chip and aadvanced thin-�lm multi-chip module. The unit length wire resistance, capacitance andinductance are obtained based on the wire width in 1�m for the IC chip and the wire widthin 10�m for the MCM. Based on these typical values and formulae shown in (3.1) and (3.2)in Section 3:2, we can derive the modeling of a clock branch with a given length and width.In (3.2), h is taken 15�m based on a advanced MCM design [12]. Note that terminals inIC chip examples have two di�erent loading capacitances.Figure 6.2 shows the plots of skew improvement when our optimal sizing method isapplied on the Example 1 which has loops and Example 3. Example 2 is not illustratedhere and it shows a similar skew improvement to Example 3. Initial skew is obtained whenall branches of the clock network are assigned with the normal uniform width. The skew



6. Experimental Results 15Rb(m
=�m) Cb(fF=�m) Lb(pH=�m) Rd(
) Ct(pF )Chip 25 0:015 0 390 0:8; 1:0MCM 8 0:06 0:38 25 1:0Table 6.2: Typical electrical parameters for a 1�m technology IC chip and aadvanced MCM design. Rb, Cb and Lb are resistance, capacitance and inductanceof unit length wire. These parameters are obtained based on the wire width in1�m for a IC chip, and based on the wire width in 10�m for a MCM. Rd is thedriver resistance, and Ct is the loading capacitance of a terminal. For the IC chip,there are two di�erent loading capacitances, 0:8pF and 1:0pF , for terminals.at the �rst iteration is the result of applying our initial clock tree sizing algorithm. For theExample 1 with loops, we cannot use the initial clock tree sizing algorithm since it is onlyapplicable for a clock tree topology. So, the skew of this example at the �rst iteration ismarked the same as the initial value. Observing these plots shown in Figure 6.2, the skewsare monotonically decreased when the optimization proceeds.
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Figure 6.2: Clock Skew Improvement CharacteristicsFigure 6.3 shows the distribution of the number of branches with the speci�ed widths inthe clock networks for Example 1 and Example 3 after seven iterations of the optimizationprocess. It is indicated in Figure 6.3 that the branches with smaller widths still dominatein the clock network that results in the smaller increase of the clock net area.The results of three testing examples are summaried in Table 6.3. The simulation results,shown in Figure 6.4, are waveforms at all terminals of the clock trees of Example 3 afterusing our sizing method.We also have tested the planar equal path length clock tree with 54 terminals shownin Figure 6.1(b) (Example 4). This clock tree is taken as distributed RC lines and theclock skew is reduced from 1:60 ns to 0:02 ns after 5 iterations of the sizing optimization.The clock skew is decreased about 80 times, while the path delay is also decreased from19:15 ns to 18:70 ns. We implemented another clock routing algorithm called Deferred-Merge Embedding (DME) algorithm [8] which also improves a given clock tree topology to



16 6. Experimental Results

2

4

6

5

2.0 2.5 3.0 3.5 4.0 4.5 5.01.0
1

Example 3

Example 1

Number of branches

Branch Width (um)
10.0

3

7

9

10

8

(a) IC Chip

2

4

6

5

11.0 12.0 14.0 15.0 16.0 18.0 25.010.0
1

Example 3

Example 1

Number of branches

50.026.0

3

7

9

10

8

Branch Width (um)

(b) MCM

Figure 6.3: Distribution of the number of branches with speci�ed widths forExample 1 and Example 3.
Table 6.3: Experimental results of three sets of examples. Each of them isimplemented in two cases: IC chip and multi-chip module.reduce the clock skew, by using a recursive bottom up merging of two subtrees with equalElmore delays. This algorithm is only applicable for a RC clock tree by modeling each clockbranch as a �-RC circuit. The comparison results are shown in Table 6.4 on the aboveexamples in the case of 1�m IC chips by using the DME algorithm [8] and our optimalsizing method (OSM). The DME algorithm cannot handle Example 1 with loops. TheOSM method obtains the better results than DME's both in the clock skew and the largestpath delay for other examples. The performance results of the original clock networks withthe normal uniform width are also shown in Table 6.4. Although DME algorithm achievessmall total wire length for these examples based on ignoring the planarity requirementof the clock tree, it almost has no improvement on the performance including clock skewand path delay compared with the original clock networks. Note that all testing examplesexcept for Example 1 are planar equal path length Steiner trees which already result inreasonable good performance. The results also show that the lumped �-RC circuit andElmore delay model applied on every merging of two subtrees in the DME algorithm resultin the accumulation of errors on timing evaluation, such that the �nal performance may bemisleaded. To achieve delay balance, instead of making the faster path slower by elongatingbranches as in the DME algorithm, our method makes slower paths faster by sizing.



7. Concluding Remarks 17
(a) (b)Figure 6.4: Simulation waveforms at terminals of clock trees of Example 3 afterusing our sizing method. (a) in IC chip; (b) in MCM.Examples Clock Skew (ns) Largest Path Delay (ns)ORIGINAL DME OSM ORIGINAL DME OSMExample 1 0.257 { 0.052 2.314 { 2.563Example 2 0.098 0.131 0.004 1.941 2.454 1.874Example 3 0.268 0.234 0.026 5.215 6.445 2.563Example 4 1.600 1.821 0.020 19.15 25.48 18.70Table 6.4: Comparison results on testing examples in the case of 1�m IC chips byusing the Deferred-Merge Embedding (DME) algorithm [6] which employs �-RCmodel and Elmore delay, and our Optimal Sizing Method (OSM). The performanceresults are also shown for the ORIGINAL clock network with the normal uniformwidth on which DME algorithm and OSM method are applied. Example 4 is theplanar clock tree with 54 terminals shown in Figure 4(b).7 Concluding RemarksWe have proposed an e�cient measure to reduce the clock skew by assigning the clocknetwork with variable branch widths. This measure has long been used for \H" clock tree.This paper formulates the optimal sizing of a general clock network as an optimizationproblem which minimizes the clock skew with a feasible set of widths. This feasible setof widths is decided by the process technology and routing resources. We presented anapproach to determine the optimal widths of clock branches. An e�cient algorithm is alsoproposed that assigns good initial widths on a clock tree which allow the later optimizationprocess to converge faster.Our approach is very exible and can handle the general clock network including loops.The optimization method is independent of the modeling of the clock network. Currently,
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