
26 7. Appendix7. AppendixIn order to give the reader a 
avor of how the JPEG algorithms a�ect the reconstructedimages, we attached three pairs, an original image and its di�erence image generated fromour simulation. In the beginning, we tried to take photographs of the original images andthe decoded images. But it turns out that it is di�cult to see on the photographs thedi�erences between the original image and the decoded image, although they are visibleon the screen. Therefore, instead, we have attached pictures of the di�erence between theoriginal image and the decoded image. The original images are visually better on the screenthan on the photograph due to limitations of the photographic techniques.Most of the reconstructed images are blurry compared to the original ones. The exampleluminance quantization table (see Table 3.2) has a better impact on the images Tree,Sailboat, Airplane and Aerial than the images House, Splash, Girl, Lenna and Ti�any.There are visible block edge e�ects and obvious blurring in the latter decoded images. Sincethe absolute di�erence images are too obscure to show on the photographs, we exaggeratedthese di�erences in the following way:� For each pixel compute a di�, the absolute value of the di�erence between the originalimage and the decoded image.� In a given image, there are very few di�s in the range 128�255. Map those values topixel value 255. On the screen those will show up as very bright spots, but on thephotographs they are not so obvious.� Find the minimum and maximum of all the di�s in a given image.� Exaggerate the di�erences. If a di� is in the range 0�127, then map it to 0�255 asfollows: 255 * (di� � min)/(max � min)In the exaggerated di�erence images it is easy to see the e�ects of the JPEG algorithms.
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236. Future WorkAdditional studies and research can build upon the results from our simulation. Herewe list a few of them:� Identify the image type and compression gain. From the simulation we can see thatdi�erent kinds of image a�ect the performance of the JPEG algorithms. If we canfurther explore this phenomenon, we might be able to classify the image types.� Improve the example quantization table that included in the JPEG according to theimage type. Once we understand the image type, we can design a suitable quantizationtable for those types image.� Further study on the arithmetic coding. We adopted the code from the paper [WNC87]and got fairly good results. In the JPEG [ISO90], it proposes the QM-coder as theimplementation for its extended system. Since we did not have time to implementthe QM-coder, we used [WNC87] instead. The simulation of the QM-coder and acomparison of the performance [WNC87] and UNIX compress is worthwhile.� The compression gain calculation for the Hu�man code assumed the table had alreadybeen transmitted to the decoder. The results should be calculated for the signalingoverhead of transmitting the table, to see the e�ect on the gain.� Rather than generating our own Hu�man codes, we adopted the Hu�man exampletables from the draft [ISO90]. It would be valuable to determine the gain for usingimage-speci�c Hu�man tables.� The simulation method applies to studying the interaction of statistical compressiongain and the quantization Table 3.2, with a comparison of image quality betweenthe original and reconstructed image. This application should be explored relative toimage types.� Progressive image transmission algorithms based on the DCT algorithm can be builtbased on our simulation. They are an important extension of the JPEG algorithmsfor certain applications.6.1 SummaryA method of decomposing and analyzing the compression of the JPEG algorithm waspresented. Using counting methods, estimates on enumerative code lengths for variousquantization tables can be readily obtained over typical images for a particular applicationby a simulation without actually compressing the images. Based on our simulation weare convinced that the JPEG is fairly good in terms of its compression performance. Ourexperiments also show that although the JPEG algorithm was selected over many candidatealgorithms, how to apply the JPEG algorithms to a particular application by selecting thequantization levels and coding tables with some \cleverness" is still a challenging task.



22 5. Performance Results { Baseline5.3 Performance of the JPEG Sequential BaselineIn the previous section, we mentioned the compression performance that JPEG claimsin the draft 5.2 [ISO90]. The results that we obtained from this simulation are provided inTable 5.5. The notation bits/p denotes the compression result measured in bits per pixelfor the compressed image.Table 5.5 shows that that following quantization, run-length and Hu�man coding, theresults are close to what JPEG expects, which is less than 1 bit/pixel. (see Table 5.5).5.4 ConclusionsTable 5.1 shows the coe�cient quantization provides the least gain, and the run lengthcoding the most. However, it is the application of the DCT followed by quantizing thatmany coe�cients are zero, which accounts for the success of run length encoding. It isinteresting to note that the compression gain of the run length code may serve as a measureof image smoothness, the lower the gain the greater the �ne detail of the image. The gainis as high as 12.25 for splash and as low as 4.02 for the small sailboat image. The statisticalstep of the categories and extra bits does not seem to vary as much from image to image,remaining in the vicinity of 2.2 to 2.5.We also observe the following \conclusions" from this simulation: for the larger images,the JPEG algorithms have a better performance on the average, perhaps due to a �nergranularity of the image covered by each pixel. On the average, the arithmetic coding isabout 7 � 8% better than the Hu�man coding, depending on the image.For examining the quantization errors, we generated the di�erence images of our imagetest set. As expected from higher quantization levels of AC coe�cients, the lost informationis mainly distributed in the edges of the image.Quantization table 3.2 that JPEG provides �lters out most of the high-frequency coef-�cients, although we should say it is a fairly good quantization table for the images on theaverage. In the simulation we realize that this quantization table results in some of the im-ages in our test set losing their sharpness on certain parts with high details. A customizedquantization table would give us a high quality reconstructed image. Our conclusion isthat the JPEG baseline system algorithm with the example quantization table causes themajority of our tested images to lose their sharpness. We also noticed that for the natu-ral scene images such as sailboat, chemical plant, and tree, the performance of the JPEGalgorithms is almost the same. For the low-detail image such as splash (the content of theimage is just the water splashed from a container). compression performance is better thanthe high-detail image, the reconstructed image has the visible block e�ect.



5.2. Hu�man and Count-Based Code Length Measures 215.2.1 Application of the [WNC87] Arithmetic and LZW LosslessCoding AlgorithmsTable 5.5: The Results of Lossy and Lossless CompressionImage Original Run Rate Hu�man Rate Compress Rate Arithmetic RateName File (byte) (b/p) (byte) (b/p) (byte) (b/p) (byte) (b/p)Sailboat 16384 3090 1.51 1846 0.90 2137 1.04 1861 0.90Sailboat 65536 9949 1.21 5909 0.72 6399 0.78 5759 0.70Chemical 65536 9776 1.19 5705 0.70 6213 0.76 5528 0.67Tree 65536 9912 1.21 5841 0.71 6363 0.78 5718 0.70Girl.1 65536 5922 0.72 3294 0.40 3620 0.44 3146 0.38House 65536 5412 0.66 3213 0.39 3211 0.39 2944 0.36Clock 65536 5830 0.71 3477 0.42 3528 0.43 3240 0.40Splash 262144 16212 0.49 9295 0.28 8099 0.25 7900 0.24Ti�any 262144 19723 0.60 10934 0.33 10712 0.33 9884 0.30Lenna 262144 22564 0.69 12806 0.39 12980 0.39 11922 0.36Airplane 262144 25002 0.76 14393 0.44 14108 0.43 13404 0.40Aerial.9 262144 42532 1.30 24937 0.76 26073 0.80 23962 0.73A program to implement a one-pass adaptive arithmetic coding appears in the paper[WNC87]. The adaptive statistics routine (update model.c) is called both in encoding anddecoding processes. In model.h (see the following code) the variable No of chars de�nes themaximum possible number of unique symbols during the adaptive coding process. Sincethe code is designed for the symbol with 8 bits, originally this variable is 256. In thesequential baseline system we know that the data ranges for the DC and AC coe�cients areless than 256. Therefore, we set No of chars to 12 for the DC coe�cients, and 162 for theAC coe�cients. The compression performance is improved signi�cantly over the settingsof 256, due to the faster adaptation. For example, for the image sailboat, if No of chars is256 for the DC coe�cient, the result is 3328 bits; if it changes to 16, the result is 2944 bits;furthermore, if it changes to 12, the result is 2920 bits.#define No_of_chars 256 /* Number of bits in a code value */#define EOF_symbol (No_of_chars+1) /* Index of EOF symbol */#define No_of_symbols (No_of_chars+1) /* Total number of symbols */#define Max_frequency 16383 /*Maximum allowed frequency count, 2^14-1*/int char_to_index[No_of_chars]; /*To index from character*/unsigned char index_to_char[No_of_symbols+1]; /*To character from index*/int cum_freq[No_of_symbols+1]; /*Cumulative symbol frequencies*/<model.h>The simulation results on the performance of the arithmetic coding and LZW algorithmfor the statistical coding, are listed in Table 5.4. In Table 5.4, column Enu and Idealshow that better than 2:1 compression gain is available for the statistical coding. Fromthe simulation, we can see that adaptive arithmetic coding performs better than the LZWalgorithm for the image compression.



20 5. Performance Results { BaselineTable 5.3: Performance Evaluation of Hu�man coding (No Extra Bits)Image DC hu� DC enu DC id AC hu� AC enu AC idName (bit) ((bit) (bit) (bit) (bit) (bit)Sail128 771 699 682 8829 8318 8279Sail256 3102 2895 2866 27988 26094 26022Chemical 2999 2682 2656 27815 25806 25738Tree 3024 2893 2866 27468 25720 25652Girl.1 3006 2683 2658 14967 13257 13214House 2806 2629 2603 15398 12651 12595Clock 2827 2694 2669 16486 13943 13885Splash 11615 10471 10437 42347 31338 31263Ti�any 11789 10515 10481 50029 41870 41788Lenna 12095 11295 11258 57237 49909 49832Airplane 11457 10758 10725 67842 59573 59474Aerial.9 12086 10663 10629 120044 112461 112347� DC enu and AC enu: the enumerative code lengths for the DC and AC coe�cients.� DC id and AC id: the ideal code lengths for the DC and AC coe�cients.Table 5.4: The Performance of Three Lossless Compression Algorithms(Not Including Extra Bits)Image After Hu�man Compress Arithmetic Enu IdealName Step 2 (byte) (byte) (byte) (byte) (byte)Sailboat 2444 1200 1491 1215 1127 1120Sailboat 7926 3886 4376 3736 3624 3611Chemical 7923 3852 4360 3675 3561 3549Tree 7883 3812 4334 3689 3576 3565Girl.1 4875 2247 2573 2098 1993 1984House 4475 2276 2274 2007 1910 1900Clock 4767 2414 2465 2177 2080 2069Splash 13753 6745 5550 5350 5226 5213Ti�any 16516 7727 7505 6677 6547 6534Lenna 18425 8667 8841 7783 7651 7636Airplane 20522 9912 9628 8923 8791 8775Aerial.9 34112 16516 17653 15541 15390 15372



5.2. Hu�man and Count-Based Code Length Measures 19In Table 5.1, the DCT column is obtained by the number of blocks of each image times388 bits. Based on Table 3.3 of the previous section, we calculate the maximum bits leftper block after DCT computation is 338 bits. The column DCT+ Run is the number ofbits for each compressed image, after scanning into zigzag pattern and applying run lengthcoding algorithm. Note that the extra bits are included in step 2 and step 3.Following this step the image is uniquely described by a sequence of bytes pointing tothe Hu�man codeword for the run/category, plus the extra bits. The gain from step 3 isobtained by using the Hu�man code on the run/category event for the AC coe�cients, anda DCPM encoding of the error for the DC coe�cients. The same number of extra bits areincluded in the results of the Hu�man and the arithmetic coding.From Table 5.1, we note that the image statistics play an important role in the com-pression gain. For a low-detail image such as splash, house, girl.1, a higher compressionperformance is achieved. For a high-detail image such as aerial.9, which is a photographof an urban area taken from an airplane, more bits required for the compressed �le andperformance is lowered as the cost of maintaining image quality.Table 5.2: The DC and AC Extra Bits During the Coding ProcessImage Original DC Extra AC Extra Total ExtraName �le (bit) (bit) (bit)Sail128 128�128 837 4331 5168Sail256 256�256 3163 13019 16182Chemical 256�256 2675 12147 14822Tree 256�256 2881 13351 16232Girl.1 256�256 2685 5694 8379House 256�256 1898 5596 7494Clock 256�256 2055 6447 8502Splash 512�512 7863 12531 20394Ti�any 512�512 9440 16212 25652Lenna 512�512 11357 21754 33111Airplane 512�512 8318 27523 35841Aerial.9 512�512 11918 55444 67362The categories, run lengths, and extra bits are treated as equally likely events in step2. Therefore, step 3 is the step where the relative frequencies of these events are takeninto account, and is subject to Hu�man coding (baseline system) or to arithmetic coding(extended system).5.2 Hu�man and Count-Based Code Length MeasuresThe symbols generated from the DCT quantization and run length compression step areentropy coded for further compression using statistical techniques. The performance of theexample Hu�man code is evaluated by the ideal code length and enumerative code lengthmeasures.In table 5.3, we use the following notations:� DC hu� and AC hu�: the total bits required for coding the DC and AC coe�cientsusing the Hu�man coder proposed for the JPEG sequential baseline system.



18 5. Performance Results { Baseline5. Performance Results { BaselineThe routines for the simulation are written in the C programming language. Thesimulations were done on a Sun Sparcstation 1 running UNIX SunOS 4.1. Since thesimulation is independent of any image library or utilities, it is easy to run it on othersystems. The routines for the simulation have been checked by the decoding routines. Adisplay routine, completely separate from the simulation routines, enables the original andthe reconstructed images to be displayed under the other environments, for example, underX windows.The test images are displayed on a 386 machine, with a 512�512 multisync monitor.Pictures were taken by a camera connected to a Multicolor Image Recording System (madeby DUNN Instruments), connected to a Silicon Graphics IRIS workstation with displayresolution 1280�1024.5.1 Coe�cient QuantizationTo precisely evaluate the compression gain from DCT transform coding, Table 5.1describes the compression from various steps using the example quantization Table 3.2.The data in Table 5.2 is used to calculate the compression gains displayed in the Table5.1. The extra bits are listed in the Table 5.2 in order to compare the later results to theHu�man and the arithmetic coding. We can see from the Table 5.2 that the high-detailimages have higher extra bits. The column DCT of the table is the lossy part (or step 1).The remaining number of bits per coe�cient following quantization was calculated fromthe respective quantization value found in luminance Table 3.2, see the description of Table3.3. The column denoted as step 2 shows the gain obtained for each image for the losslesscompression of the run length coding of the AC coe�cients, as the number of bits afterquantization divided by the number of bits after converting the sequence for AC coe�cientsto a sequence of 8-bit addresses used to look up a Hu�man codeword.Table 5.1: The Performance of JPEG Baseline SystemImage Original Size DCT Step1 DCT+Run Step2 Hu�man Step3Name File (bit) (bit) Gain (bit) Gain (bit) GainSailboat 128�128 131072 99328 1.32 24720 4.02 14768 1.67Sailboat 256�256 524288 397312 1.32 79590 4.99 47272 1.68Chemical 256�256 524288 397312 1.32 78206 5.08 45636 1.71Tree 256�256 524288 397312 1.32 79296 5.01 46724 1.70Girl.1 256�256 524288 397312 1.32 47379 8.39 26352 1.80House 256�256 524288 397312 1.32 43294 9.18 25698 1.68Clock 256�256 524288 397312 1.32 46638 8.52 27815 1.68Splash 512�512 2097152 1589248 1.32 129698 12.25 74356 1.74Ti�any 512�512 2097152 1589248 1.32 157780 10.07 87470 1.80Lenna 512�512 2097152 1589248 1.32 180511 8.80 102443 1.76Airplane 512�512 2097152 1589248 1.32 200017 7.95 115140 1.74Aerial.9 512�512 2097152 1589248 1.32 340258 4.67 199492 1.71



17also listed in the �le. This line also indicates the beginning of the block.� AC coe�cient information. The zero run number nnnn, category number ssssand the AC coe�cient are listed.The simulation output �le provides the contexts for the Hu�man coding, the arith-metic coding [WNC87], and the LZW algorithms.



16 4. The Simulation Technique
Quantization

DecodeDecode
DisplayDecode

Read ImageGenerate Blocks
CodingHu�man Simulation FileApply DCT to BlocksZigzag Pattern ArithmeticCodingFigure 4.1: Simulation Flow Chartf(i; j) { shifted pixel value (from �128 to +127 for the JPEG baseline system)F (u; v) { DCT coe�cient.4. Quantize the transform coe�cients and reorder them in a zigzag pattern.From the simulation, we can see that most blocks of the tested images consist of manyzeros, and under most situations, the nonzero coe�cients are often clustered aroundthe upper left corner .5. Create a simulation output �le for each test image.The simulation output �le consists of all the information of the quantized DCTcoe�cients of each block of the image. The following is the detailed description:� Image header. This consists of the width, height, length and depth of the originalimage.� DC coe�cient information. The di�erence between the current block and theprevious one is stored. The corresponding category number of the di�erence is



15An important requirement is to ensure the simulation accurately represents the systembeing studied. The sequential baseline system simulation faithfully follows the documen-tation of JPEG draft version 5.2 [ISO90]. Even if the experimental frame is di�erent, forexample the test image set or the display device is di�erent, the simulation demonstratesthe performance of the JPEG algorithms. (An experimental frame is de�ned as a limited setof circumstances under which the system is to be observed or subjected to experimentation[Ore81]).Figure 4.1 
ow charts the main steps of the simulation. Counters are initialized to zero,and the following statistical information is collected.� The number of bytes required for the compressed image after applying the DCT,quantization and run-length coding.� The number of bytes required for the image after applying lossless Hu�man codingalgorithm to the result of step 1.� The number of bytes required for the image after applying an arithmetic codingalgorithm to the result of step 1.� The count of the occurrence of each unique Hu�man codeword during the codingprocess.� From the above counts, one calculates three values for each compressed image: theideal code length, the enumerative code length, and the bits/pixel rate for encodingthe symbols that were generated.The JPEG baseline simulation is done in the following steps:1. Read in the image �le.We assume that each image in our test set is a square image (image width is the sameas the image height). All the images have 8 bits/pixel, which provides 256 grey-scalelevels. (If it is not a square image, it is proposed in the JPEG draft that the lastcolumn (row) be duplicated in order to obtain a square image).2. \Block" the image into 8�8 blocks.The �rst block is obtained by reading in the �rst 8 pixel elements of the �rst scan line,and the �rst 8 pixel elements of the second scan line, � � �, the �rst 8 pixel elements ofthe 8th scan line, etc.3. Apply the DCT algorithm to each 8�8 block.Since the DCT is computed for each block, a correct and fast algorithm is desir-able. Because the block size is small, the improved version of the implementation ofequation (4.4) is comparable to the DCT implementation using FFT (Fast FourierTransform). The improvements include some common techniques such as precomput-ing the cosine functions, factoring out the �xed-variable in the inner loop, etc. All thecomputations are done in double precision 
oating point (64 bits).F (u; v) = (14)C(u)C(v) 7Xi=0 7Xj=0 f(i; j) cos((2i+ 1)u �16) cos((2j + 1)v �16) (4:4)where C(u) = ( 1p2 if u = 01 otherwise C(v) = ( 1p2 if v = 01 otherwise



14 4. The Simulation Technique4. The Simulation TechniqueIn this section, we present our analysis procedure for simulating the JPEG sequentialDCT baseline system. The compression performance of the lossy and lossless algorithms arecompared. We also present the compression performance of the Hu�man coder, arithmeticcoder [WNC87] and LZW algorithm based on our simulation of the DCT baseline system.In Appendix A the reader can �nd some of the reconstructed images that are generatedfrom our simulation.The SMI (SUN Microsystems, Inc.) raster �le format is employed for this simulation.Since the information for a color image is conveyed mainly by the luminance component,we only worked with the gray-scale images. Most of these gray-scale images were convertedfrom color images. Among the twelve images tested, three of the images were originallymonochrome; Chemical plant, Aerial.9 and Lenna.The test images have variety, involving Sailboat (di�erent size), Aerial.9 (high detail) andSplash (low detail), Ti�any (low contrast). Most of the images, for example Lenna, Sailboatand Girl.1, appear in textbooks and the literature. The test set also includes images withdi�erent sizes. From the simulation, we can see that the compression performance variesaccording to the algorithm used. At the same time it also depends heavily on the statisticalredundancy of a particular image.A useful measure of the compression available in a �le is the ideal code length (IL),de�ned in [RL81] for a model structure and individual �nite data strings by using thecontext-dependent relative frequencies obtained from a posteriori occurrence counts. Aone-pass measure, enumerative code length (EL), is similarly de�ned using a closed formformula [CW84]. Both measures are reviewed in [Lan90], and are de�ned for a singleconditioning context z and 8 bits per symbol (256 values) as follows:IL(z) = N(z) log2N(z)� 255Xi=0 n(ijz) log2 n(ijz) (4:1)EL(z) = [1 + log2N(z)!� 255Xi=0(log2(n[ijz]� 1)!] (4:2)In equation (4.2), the notation z denotes a single context. Value n(ijz) is the occurrencecount of symbol i in context z. N(z) is the total count of all symbol values in context z.The ideal code lengths (IL) and enumerative code length (EL) for the given image underthe given model structure is the sum of the length contributions, respectively IL or EL,summed over all the contexts z. In equation (4.2), for large values of n we can use Stirling'sformula to estimate log2(n!) :log2 n! = (1= loge(2:0))[0:5 loge(2�) + (n+ 0:5) loge(n)]� n (4:3)In general, the term compression ratio is ambiguous, because of the many ways the termis de�ned. The method of reporting compression performance varies greatly from researcherto researcher. In [Wil89], Williams lists all the measures that are used in the literature, andsuggests descriptive names. De�ning � and � as the length of the uncompressed message andthe length of the compressed message respectively, then value �/� de�nes the compressiongain.



3.5. Coding Model for AC Coe�cients 130.....00 0 0 0 41 63Figure 3.4: The AC Coe�cient in the DCT Vector in the ExampleThe Hu�man code table for nnnn and ssss concatenated together is in Table 3.7. Oncennnnssss is determined, this 8-bit value looks up the corresponding Hu�man codeword. Forexample, if the number of zeros in the AC vector is 4 and the coe�cient is in category A,then the codeword for 4/A (or 0100 1010 in binary) is 1111111110011101.The convention for the transmission is the same as for the DC coe�cients. If thecoe�cient is positive, then it is transmitted as it is; otherwise C � 1 is transmitted, whereC is the AC coe�cient. The decoding rule is the same as for the DC coe�cient.There are two special nnnnssss codewords, namely ZRL (Zero Run Length) and EOB(end-of-block). When 15 consecutive zeros are found in the ZZ vector and are followed bya zero coe�cient, F0 (ZRL) is used. In other words, there are 16 consecutive zeroes in theZZ vector. The 00 (EOB) represents the last nonzero coe�cient. If the 63rd coe�cient isnonzero, then EOB is bypassed.Example: suppose part of the DCT vector is de�ned as in Figure 3.4. Observe that runnnnn is 4, and that according to Table 3.6, and 4 lies in category ssss = 3, so in binarynnnnssss = 01000011. This value may be used as an address to look up the codeword.By looking in Table 3.7 for 4/3, we get codeword 11111111 10010110. So the bits fortransmission are: 1111111110010110| {z }HuffmanCode 100|{z}extra bits.



12 3. The Sequential DCT Baseline Systembaseline system, the category number will not exceed 10 for the sequential baseline system.Table 3.6: Values Assigned to AC Coe�cient Rangessss AC coe�cients1 �1, 12 �3, �2, 2, 33 �7, : : :, �4, 4, : : :, 74 �15, : : :, �8, 8, : : :, 155 �31, : : :, �16, 16, : : :, 316 �63, : : :, �32, 32, : : :, 63... ...E �16383, : : :, �8192, 8192, : : :, 16383F not usedTable 3.7: Hu�man Code Table for Luminance AC Coe�cientsRun/Size(nnnn/ssss) CodeLength Hu�man Codeword0/0 4 10100/1 2 000/2 � 0/9 omitted ... ...... ... ...0/A 16 11111111100000111/1 4 11001/2 5 110111/3 � 1/9 omitted ... ...... ... ...1/A 16 11111111100010002/1 � 3/A omitted ... ...... ... ...4/1 6 1110114/2 10 11111110004/3 16 11111111100101104/4 � 4/9 omitted ... ...... ... ...4/A 16 11111111100111015/1 � E/A omitted ... ...... ... ...F/0 (ZRL) 11 11111111001... ... ...F/A 16 1111111111111110



3.5. Coding Model for AC Coe�cients 11

(table 3.7)for each nnnn ssss (Start the Next Block)

AC Coe�cient Encoding
ZZ[k] = 0 k=63

N Y DONEk = 63Encode(r,ZZ(k))NY r > 15Special Code(ZRL)r = r � 16 Special Code(EOB)YN r = r + 1NYk = k + 1k=0; r=0; (index to ZZ array and runs count)

Figure 3.3: AC Coe�cients Encoding AlgorithmGiven the AC coe�cients ZZ(1, : : :, 63), run length coding is done by creating a singlebyte nnnnssss, where nnnn is the run length of zeros before hitting the next nonzero ACcoe�cient and ssss is the category number that represents the size of the nonzero ACcoe�cient (see Table 3.6). The precision of the quantized DCT coe�cients can be up to15 bits, but with the input of only 8 bits and the quantized DCT coe�cient 11 bits for the



10 3. The Sequential DCT Baseline System4-bit value ssss (see Table 3.4). It is also the size of the appended bits. As in [PBW79] and[TLR85], the di�erences are losslessly encoded by a two-step process, where the �rst stepis the error bucket, or category in JPEG terminology. The second step encodes the exacterror value within the category.Using ssss as an index, a Hu�man codeword can be found in the code table (see Table 3.5).This example Hu�man code table used for the baseline system was developed, accordingto JPEG, from \the average statistics of a large set of video images with 8-bit precision[PM89]". Tables 3.4 and 3.5 employ a Hu�man coding technique similar to that describedin [PBW79]. Table 3.5: Example Table for Luminance DC Coe�cientsssss Hu�CodeLength Hu�man Codeword0 2 001 3 0102 3 0113 3 1004 3 1015 3 1106 4 11107 5 111108 6 1111109 7 111111010 8 1111111011 9 111111110The length of the resulting data that are ready for the transmission is Hu�CodeLength+ ssss, where ssss is the number of bits required by the di� value. It turns out the valueof index ssss is also the number of appended extra bits. The Hu�man code followed bythe required number of extra bits is transmitted. By transmission convention, if di�(k) ispositive, then the low order coe�cient is transmitted; otherwise di�(k)�1 is transmitted.The most signi�cant bit of the extra-bit sequence is 0 for negative coe�cients and 1 forpositive coe�cients in this convention. By this convention the sign of the prediction error isincorporated in the extra bits. The decoder adds 1 to the extra bits if the sign is negative.Example: suppose the di�erence is minus eleven (�11): 11111110 101. Note that themaximum quantized DCT coe�cient is up to 11 bits long. The category number ssss, theposition of the most signi�cant bit, is 4 according to Table 3.4. Using 4 as the index,Hu�man codeword 101 is the corresponding entry in Table 3.5. Since 11111110 101 isnegative, the sign bit is 0 and the extra bits are 100 which by the transmission conventionis one less than 101. Therefore, 101|{z}HuffmanCode 0100| {z }�11 is transmitted.3.5 Coding Model for AC Coe�cientsThe quantized AC coe�cients usually contain runs of consecutive zeros, which areencoded with the run-length coding technique. The 
ow chart for the run-length codingalgorithm appears in Figure 3.3.



3.4. Hu�man Coding Model for DC Coe�cients 9
f(7,7)Last AC Coe�cient

f(0,0)DC Coe�cient
765432
10 76543210

Figure 3.2: An Example of Zigzag Pattern for Reordering DCT Coe�cientsdi�(k) = DC CurrentBlock(k) � DC PreviousBlock(k-1)Table 3.4: Di�erence Categories ssss for DC Coding of Di�erence di�ssss Di�erence Value (di� )0 01 �1, 12 �3, �2, 2, 33 �7, : : :, �4, 4 , : : :, 74 �15, : : :, �8, 8, : : :, 155 �31, : : :, �16, 16, : : :, 31... ...15 �32767, : : :, �16384, 16384, : : :, 32767In the decoding stage, an inverse DPCM is applied to the kth block to retrieve theoriginal DC coe�cient. It is de�ned asDC CurrentBlock(k) = di�(k) + DC PreviousBlock(k-1)3.4 Hu�man Coding Model for DC Coe�cientsThe symbols (di�erence values) di�(k)'s are further encoded using the Hu�man coder.All possible di�erences are segmented into 16 categories and the category is denoted by



8 3. The Sequential DCT Baseline SystemTable 3.2: Luminance Quantization Table266666666664 16 11 10 16 24 40 51 6112 12 14 19 26 58 60 5514 13 16 24 40 57 69 5614 17 22 29 51 87 80 6218 22 37 56 68 109 103 7724 35 55 64 81 104 113 9249 64 78 87 103 121 120 10172 92 95 98 112 100 103 99 377777777775Table 3.3: Quantization Bits Assigned to Each DCT Coe�cient266666666664 7 8 8 7 7 6 6 68 8 8 7 7 6 6 68 8 7 7 6 6 7 68 7 7 7 6 5 5 67 7 6 6 5 5 5 57 6 6 5 5 5 5 56 5 5 5 5 5 5 55 5 5 5 5 5 5 5 377777777775Note that Table 3.3 contains eight 8's, fourteen 7's, sixteen 6's and twenty-six 5's,resulting in 388 bits/block. Therefore, following the lossy coding step in the baseline systemusing example Table 3.2, the 64�11 bits has been reduced to 388 bits per block.3.3 Coding Model for DC coe�cientsThe quantized coe�cients are packed into a one-dimensional array in a zigzag (ZZ)pattern as shown in Figure 3.2. The purpose of ordering the transform coe�cients with thezigzag pattern is to place the lower frequencies before the higher frequencies. It has beencon�rmed that this simple scheme does result in near-optimal performance since the zigzagpattern almost matches the order of coe�cient variance value [Nga84]. The zigzag patternusually generates more consecutive zeros for quantized DCT coe�cients, and permits thee�cient use of the run-length coding.The baseline system uses only the Hu�man coding model for the DC and AC coe�-cients. Two Hu�man coding tables (luminance and chrominance) are provided in [ISO90]as examples for coding the DC coe�cients. Another two Hu�man tables can be used forcoding the AC coe�cients. These tables appear in each version of JPEG drafts. Althoughthere are no default Hu�man tables, these example tables proved to be useful for manyapplications.Because the di�erence between the DC coe�cients of two neighboring blocks is usuallysmall, DPCM (Di�erential Pulse Code Modulation) exploits this property. The codingmodel for the DC coe�cients is the one-dimensional lossless DPCM. For each 8�8 block,the coding model for block k is de�ned as



3.2. Quantization 7C(u,v)
Q/2Q/2 -4-3-2-1

4321-5Q 5Q-4Q -3Q -2Q -Q 4Q3Q2QQ F(u,v)
Figure 3.1: The Quantization RulesTable 3.1: Chrominance Quantization Table266666666664 17 18 24 47 99 99 99 9918 21 26 66 99 99 99 9924 26 56 99 99 99 99 9947 66 99 99 99 99 99 9999 99 99 99 99 99 99 9999 99 99 99 99 99 99 9999 99 99 99 99 99 99 9999 99 99 99 99 99 99 99 377777777775coe�cient. The precision is rounded up to the next integer value. The sign is positive, ifthe DCT coe�cient F (u; v) � 0; otherwise it is negative. Equation (3.4) can be rewrittenas C(u; v) = [F (u; v)=Q(u; v)� 1=2] (3:5)From equation (3.5), it is clear that the quantized DCT coe�cient is rounded up to thenext closest integer.The quantization step loses information by representing the coe�cients with fewer bits.Suppose the DC component is 11 bits long, following quantization the coe�cient has 7 bitsafter dividing by 16. Table 3.3 shows the maximum bits in the respective coe�cients byapplying the DCT and then the quantization step using Table 3.2.



6 3. The Sequential DCT Baseline SystemFurthermore, the DCT coe�cients usually have the following properties:� The maximum is usually the DC coe�cient. The remainder of the coe�cients becomesmaller and smaller.� They vary slightly. This is because the image basis varies slowly.� After the FDCT transformation, in most cases, the majority of the AC coe�cientsare small.3.2 QuantizationIn the baseline system, the input and output data are limited to an input precision P of8 bits/pixel and the quantized DCT coe�cients need at most 11 bits (�128 � 8 � 127 �8). This is because the input pixel range is �128 to +127 after the level-shift, and FDCTincreases the range of F (u; v) by a maximum factor of 8. The equation (3.1) is de�ned insuch a way that the coe�cients before the quantization have a precision of P + 3, or 11 for8-bit pixel values. This expands the data by 3 bits per pixel. After the quantization thequantized DCT coe�cients have a precision ofP + 3� log2(Q(u; v)) (3:3)where Q(u; v) is the value in the (u; v) position of the quantization matrix.The quantization of each of the 64 coe�cients is determined by a quantization tablethat contains 64 independent values Q(u; v), which is the step size varying according tocoe�cient location (u; v) and the color system used. JPEG [ISO90] provides a chrominance(see Table 3.2) and a luminance (see Table 3.1) quantization table, with the claim thatthese tables provide good results for 8 bits/pixel for gray-level and Y; Cb; Cr color imageformats. The quantization tables use �ner quantization for the lower frequency coe�cients,and use coarser quantizers for the higher frequency coe�cients. Consequently, most of thehigher frequency coe�cients of each block become zeros after quantization. These tablesare provided in the JPEG document as example quantization tables. Users can design theirown quantization tables according to their applications.In the case that an image contains text, the compressed text using the example tablesmight be unreadable; whereas the non-text part has excellent quality. JPEG++ [Lig91]provides a scheme to vary the quantization rate within the image. This scheme can also beused when one part of the image is more important than the other part (for example, thebackground of the image is normally considered as insigni�cant).All the images used for the simulation in this report are gray-scale and thus only theluminance table is used. Experiments con�rm that the luminance component of a colorimage conveys the majority of the information.A uniform midstep quantizer (see Figure 3.1) is used in the JPEG baseline system. Thequantization rules are C(u; v) = [F (u; v)� (Q(u; v)=2)]=Q(u; v) (3:4)In equation (3.4), F (u; v) is the DCT transform coe�cient. Q(u; v) is the quantizationvalue obtained from quantization Table 3.1 or 3.2. Each Q(u; v) (1 � 255) is the quantizerstep-size for its respective quantized coe�cient C(u; v). C(u; v) is the quantized DCT



53. The Sequential DCT Baseline System3.1 FDCTThe input and output data for the baseline system are 8-bit unsigned integers repre-senting pixel intensity values. The input data is level shifted to a signed representation bysubtracting 2P�1 from each pixel value, where P is the precision of the input data. Forthe sequential baseline system P is 8, and the range of the input data is 0 to 255. Thenew zero after shifting is at 128. The level-shift makes the DC coe�cient of each blocksmaller, and it is consistent with an example quantization table which appears in JPEGdraft documentation [ISO90].The normalized forward DCT (FDCT) and the inverse DCT (IDCT) de�ned in the sequen-tial baseline system areF (u; v) = (14)C(u)C(v) 7Xi=0 7Xj=0 f(i; j) cos((2i+ 1)u �16) cos((2j + 1)v �16) (3:1)f(i; j) = (14) 7Xu=0 7Xv=0C(u)C(v)F (u; v) cos((2i+ 1)u �16) cos((2j + 1)v �16) (3:2)where C(u) = ( 1p2 if u = 01 otherwise C(v) = ( 1p2 if v = 01 otherwisef(i; j) { shifted pixel value (from �128 to +127 for the baseline system)F (u; v) { DCT coe�cient.The equations (3.1) and (3.2) de�ne the in�nite-precision DCT. The speci�cation forDCT accuracy and implementation has been discussed within JPEG [Cha90]. The FDCTis applied to each 8�8 block and results in 64 DCT coe�cients. If the 8 � 8 block inputcontains N-bit integers, then the integer part of the DCT coe�cients can grow by at most 3bits. This is also the largest possible size of a quantized DCT coe�cient. Since the round-o� and truncation e�ects depend on the way the calculations are performed, the di�erentIDCT (Inverse Discrete Cosine Transform) implementations may produce slightly di�erentoutput images.The DC coe�cient is the (0,0) coe�cient representing the vertical and horizontal spatialfrequencies of zero. The DC coe�cient is the average value of the 64 pixels times 8. Theother coe�cients have at least one nonzero spatial frequency and are called AC coe�cients.An appealing fact is that many of the remaining 63 AC coe�cients, under most cases, areclose to zero. The resulting coe�cients of the two-dimensional DCT coe�cients are orderedin the following way:� The DC coe�cient is placed in the upper left corner of an 8 � 8 matrix. i.e. location(0,0).� The higher vertical frequencies correspond to higher row numbers.� The higher horizontal frequencies correspond to higher column numbers.



4 2. JPEGIn the sequential baseline system, only two Hu�man tables (one for the DC coe�cient,and the second for the AC coe�cients) are needed for each color component. In addition toproviding an example Hu�man code table for its sequential baseline system, the JPEG draft[ISO90] also includes (section 13) the implementation details on how to generate a Hu�mancode table. This allows users to customize their Hu�man code table to their application.The Hu�man codewords are generated in such a way that every codeword consists oftwo or more bits and the longest codeword is never all 1's. The maximum length of theHu�man codeword is 16 bits.2.4 The Extended Sequential SystemIn order to meet the needs for higher precision coding systems, JPEG de�nes severalextensions as optional enhancements to the baseline system. A one-pass adaptive binaryarithmetic coder, familiarly known as the QM-coder, is proposed as an alternative tothe Hu�man coder. The QM-coder is based on the Q-coder [PMLA88]. (Note that thearithmetic coding simulation done for this paper is based on [WNC87]).The input and output data precision can be extended to 12 bits per pixel per color com-ponent. The quantized DCT coe�cients are limited to 15 bits. The Hu�man coding tablesmay be inherited from the previous image, or be specially optimized for each individualimage. The speci�cation of the Hu�man code table is included in the signaling parameters.The conventional line-by-line transmission technique does not permit an early recog-nition of the picture content. An approach to solve this problem is to use progressivetransmission techniques that transmit a crude representation of the image �rst and thentransmit a better and better approximation. This is particularly useful for communicationusing low-bit-rate channels, browsing through remote stored pictures in the database, orinteractive graphics from a remote computer.The hierarchical progressive mode is similar to the pyramid-structure progressive trans-mission [ST79]. The pyramids of an image are successively reduced in size through certaindecimation processing such as pixel average, �ltering or simply discarding the pixels.The independent lossless extension is useful, for example, in the space satellite andmedical imaging applications. The lossless algorithm is JPEG extension using a variationof the DPCM coding model for the DC coe�cients of the DCT, and resembles a losslesscompression algorithm called Sunset [Lan].



2.3. The Sequential Baseline System 3Image DataQuantizationENCODER Data from EncoderTransform Coding(FDCT) DECODER
Coding Models forDC and ACCoe�cients SymbolsSymbol to SymbolEntropy CodingCodewords

Symbol to SymbolDecoding CodewordsDecoding Models forCoe�cientsDC and AC Symbols
Inverse Transform(IDCT)Dequantization

Transmission or Storage DisplayFigure 2.1: JPEG Encoder and Decoder for the BaselineThe baseline system is the minimum portion of the standard that all products claimingconformance must implement.2.3 The Sequential Baseline SystemThe sequential baseline system is based on the DCT algorithm on 8�8 blocks, andappears to guarantee good images with compression ratios of at least 10:1. Figure 2.1shows the minimal system required for all JPEG implementations.The transform coding stage consists of the Forward DCT (FDCT) transformation thatactually expands the amount of data, but is followed by a lossy scalar quantization process.The coding model converts the quantized DCT coe�cients into a set of values, which arethen further encoded using a Hu�man coder. The input and output data precision is 8 bitsper pixel. The DCT coe�cients each has 11 bits prior to using the quantization matrix.



2 2. JPEG2. JPEG2.1 Historical BackgroundInspired by the success of the current bi-level fax standardization, which was set bythe CCITT (Consultative Committee on International Telegraph and Telephone), membersof a CCITT Study Group VIII Special Rapporteur Group on Common Components forImage Communication and an ISO (International Standards Organization) working groupon coded representation of picture and audio information (ISO/IEC JTCI/SC2/WG8) havebeen working together as a subcommittee for several years. The mission of this Joint Pho-tographic Experts Group (JPEG) is to standardize a set of algorithms for general-purpose,continuous-tone (gray-scale or color), still-image compression [PM89]. This dual report-ing structure ensures that ISO and CCITT produce a joint image compression standard.The design of the algorithms aims at (1) compression performance that produces excellentimage quality at around 1 bit/pixel, and (2) compression speed that keeps pace with (atleast) 64 Kbps channels. For example, in a photovideotex system, a 720�576 pixel imageat 1 bit/pixel after compression can be sent over 64 Kbps line in 6.5 seconds, which istolerable for occasional image viewing [Cha90]. The JPEG standard may be employed invarious widely-used applications such as color printers, gray-scale and color scanners, fac-simile, photo-videotex, and still-frame teleconferencing. The JPEG technical experts expectto resolve the remaining issues soon and complete the technical documentation. A goodoverview can be found in [Wal91].2.2 OverviewThe JPEG data compression algorithms has four basic functional parts:1. The sequential baseline system.2. The extended sequential system for better compression, higher precision.3. The progressive modes.4. An independent lossless coding system.



11. IntroductionThis report (also see [(Zh90] and [CL91]) concerns the compression of images in digitalform. Image data compression is the process of transforming the digital image data to arepresentation employing a smaller amount of data from which the original (lossless case) orsome approximation to the original (lossy case) can be recovered. Image data compressionapplies to data communication and storage. The transmission of a picture consisting of512�512 picture elements (pixels) at 8 bits/pixel over a 1200-baud line can take 30 minutes!Reducing the volume of data by a factor of two or three signi�cantly improves transmissiontime. Image data compression is an important component of video systems.The dramatic increase of image processing applications has made image compres-sion standardization desirable. An international standardization subcommittee, familiarlyknown as the Joint Photographic Experts Group (JPEG), has been de�ning a set of al-gorithms and formats for image compression since 1986. The JPEG subcommittee waspresented with proposals for many algorithms. The working group balanced the systemparameters such as the cost and speed, the quality of the image and compression perfor-mance, the transmission scheme, etc. The forthcoming standard (familiarly known as theJPEG standard), can be used with devices such as printers and scanners with applicationsto videotex, interactive video [Hua90], etc. This standardized image algorithm is alreadyimplemented in �rmware for many computers such as the Macintosh and NeXT worksta-tions.We investigate both the lossy and the statistical coding aspects for the baseline JPEGimage compression approach. The main contribution of this report is to demonstrate amethod and then analyze the independent components of the JPEG algorithm and itsperformance. We simulate the JPEG sequential DCT (Discrete Cosine Transform) baselinesystem, and show the JPEG compression performance at each step. The beauty of the JPEGstandard, we think, is the room allowed within the standard, for the users to customize thealgorithm steps to their own applications.This report is organized as follows:� Section 2 provides an overview of JPEG.� Section 3 describes the JPEG baseline system.� Section 4 is the simulation approach.� Section 5 presents compression results for the JPEG baseline system. It also includesperformance of the Hu�man coding, the UNIX1 compress algorithm (based on LZW(Lempel-Ziv-Welch) [Wel84]), and an adaptive arithmetic coding algorithm [WNC87].� Section 6 summarizes our conclusions and observations. We also suggest some futurework.1UNIX is a trademark of AT&T
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