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Chapter 1

| ntroduction

Technology has forever changed the face of education. \Wthlations and on-line materials,
it has become increasingly possible for students to take @ mctive role in learning. We
created several on-line materials for a course in ele¢teogineering. We then used these

materials in an on-line lab and evaluated student respdaogbs material.

1.1 Motivation

The traditional classroom approach of students passiegraing information from
a lecturer has given way to a new, more active approach, vgtedents have access to a vari-
ety of multimedia course materials. Every student will tebest from a different combination
of materials. But how are students to know what materialsteem best? Given prior knowl-
edge about a student, is there a way to predict what matarialsest suited to that student?

Instructors and publishers have devoted much time and giierthe development



of individual course content. Every tool that presents imfation in a new and different way
is a contribution to education. The more forms of informatibat exist, the better the chance
that each student can find a form that will help him or her learthe best possible manner.
But while the development of course content has flourisheslekistence of a sys-
tem to organize and evaluate this content has not yet beatedreA learning system would
be a framework that any instructor could use to plug in thein@hoice of course materials.
This framework would use information about a student to tereapersonalized information
domain that is tailored to that student. Thus, studentsdchale control over the path they
take in their own learning process. The framework expiiditirns control over to the student

allowing them to determine which learning materials are baied to them.

1.2 Approach

Before we can predict different preferences of a studentmust first understand
what information would serve as the best predictors. Kegpim long-term goal in mind, we
decided to create several course content modules thatetiffa both style and content. We
then used these modules in a classroom setting. We wereat#edrd personal data about
the students as well as how useful and enjoyable they founddhbrse content modules. We
then analyzed this data to identify which student charésties are correlated to preferences.

Engineering students are traditionally active, sensimgyal and sequential learners[20].
Despite this, engineering courses are most often taughtriaramer that is “heavily biased to-

ward intuitive, verbal, reflective, and sequential leasfiél” Because of this discrepancy, we



chose Properties of Materials, in the Electrical Engimegdepartment (Electronic Properties
of Materials, in the Materials Engineering department at 3ase State University), as the

forum to develop new course content and evaluate the effawis of that content. Besides
the intuitive, verbal nature of the course, Properties otévlals was also chosen because it
is offered at both the University of California at Santa Cargdl San Jose State University.

We created several applets for this class that display palysbncepts and information that

is often difficult for students to visualize. We fine-tune@ tipplets with feedback from the

smaller class at Santa Cruz (roughly 30 students) and sty applets with the students at
San Jose, a class of roughly 150 students.

We wanted to create applets that would appeal to studenksdifferent learning
preferences. We decided to have two types of applets: siiomland tutorial. The simula-
tion applets are interactive and “hands-on.” These applitsy students to change different
parameters and observe the effects. Different combinaiidiparameters may yield different
results. For example, students can observe electrons ina ate high temperature, and then
add an electric field. Students could also first add an etefitlid and then raise the tempera-
ture. The effects the students observe may be varied basgHion parameters they choose to
adjust, and the order in which they do so. On the other haedutiorials are more passive and
“hands-off.” Information is presented in slide-show foriirhe tutorial contains both pictorial
and textual explanations of concepts. The simulation ig wisual, with no words interpreting
what the students see. We felt these two forms of applets limiemted each other: one pas-
sive with written explanations, the other active with ontgjghical explanations. By choosing
two polarized styles to present information, we createdadesto place students on. On one

3



end of the scale was students with strong preferences fewraictive and visual presentation
of information, and on the other was students who prefernedtatorial-type presentation.
Because the applets had such different styles, we felt nadests would fall somewhere in
between. Thus, we hoped to capture most of the student€rprefes.

We first chose the way to categorize students’ learning pratees. We identified
a learning style index with which to categorize this infotioa, and then hoped to use these
categories to draw correlations between learning pretmgnand other student information,
and student preferences. Because of the small amount difimgsdata we obtained, we could
not obtain distinct correlations. Instead, we analyzedda® by deciphering populations

trends and general preferences of the students.



Chapter 2

Related Work

There have been many contributions to the field of educdtiechnology. A complete survey
of this technology is beyond the scope of this thesis. Howiae have been been many on-
line course content modules developed for classes akirojpeties of Materials. This chapter
discusses some of the existing content most similar to thietgowe created. Also of interest is
the wealth of research on student’s learning preferenspgatally as these preferences apply
to engineering students in particular. We describe exjstirodels of learning preferences as
they relate to our work. Finally, we describe briefly infortioa filtering as it applies to this

research.

2.1 CourseMaterials

Several on-line applets and much educational course dohése been created in

the area of Properties of Materials. We focused on creatimdets that were different from



existing demonstrations.

2.1.1 SUNY Buffalo

The State University of New York at Buffalo department of &tecal Engineering
has created several on-line Java applets in areas thataciystal structure, metal-oxide
semiconductors, digital circuits, and semiconductor ciesfi25]. They created the applets for
use “in conjunction with traditional lectures to approachideal teaching style... one that
calls for active student participation with live demongstras, practical laboratory exercises
with lots of scope for experimentation and reflective obaton[1].” It is very important to
note that course content modules are never meant as a ney@atef traditional lectures, but
rather as a supplement to them. A list of the applets createRlNY Buffalo can be found at
[25].

SUNY Buffalo chose to use animated applets written in Javaséweral reasons.
Applets can provide pictorial examples of abstract andnoftificult concepts [1]. This type
of presentation appeals to learners with sensing prefeserfgpplets are a visual mechanism to
present information. Applets often appeal to active learsance their graphical user interface
allows the user not only to view the demonstration, but adée fpart in and interact with that
demonstration. [1]. Applets can provide both a bird’s ey@wbf a large system as well as
including information about the details, thus appealinhdth sequential and global learners
[1]. It was for these reasons, in addition to Java’s portigbihat we chose to use Java applets

to create our on-line simulations and tutorials.



2.1.2 On-Line Demonstrations of Quantum Concepts

The Quantum Science Across Disciplines project has cresgedral on-line ma-
terials to develop high schoolers’ understanding of quansicience concepts. In addition
to creating this content, the project is evaluating the iohd the material both on student
learning as well as on instructional methods [9].

At the University of Maryland, a new course in applied quamtphysics has been
developed. This course continually investigates the way $tudents learn physics. They
have developed materials to supplement traditional lestulrhese materials allow a student
to become more actively involved with the concepts. The gussbrs have based the new
course on the philosophy that “to teach our students mose@fely, we must listen to how
they think and how they approach the physics[19].” Institgtcan obtain this information
informally through observation, but also through quizzed assignments designed to record
how students learn. The other fundamental idea behind tivecoarse is that students must
become more engaged in their own learning for that learrorggeteffective[19].

The Visual Quantum Mechanics project at Kansas State Wsiiydnas developed
on-line materials in the area of quantum physics at both h sidpool and college level. The
materials are designed to create a more “activity-basedir@amment [26]. The goal of the
project is to promote a general understanding of the coscamiong students with different
backgrounds and experience levels, rather than a comsigkeability to perform mathe-
matical calculations. Currently, the project focuses oteeining the concepts that create

the most difficulty for students and developing additionaltenials addressing those concepts



[18].

2.2 Learning Preferences

Many psychologists have tried to develop scales to categtiie way students learn.
This includes describing how both students take in and godormation. Each student has
some set of preferences that defines the best way and mosiagem@&nvironment for that
student to learn. This does not mean, however, that studantsot learn by other methods.
Rather, it means that students must work harder to develeip #iility to learn by other
means. ldeally, a student’'s education would contain infdiom presented both according to

and different from their learning preferences [7].

221 Learning Style Models

There are many existing models of learning preferencessé& heodels include the
Myers-Briggs Type Indicator, Kolb’s Learning Style Modelerrmann Brain Dominance In-
strument, and the Felder-Silverman Learning Style ModelcHeof these models attempt to
categorize different methods of learning and use thosegodés to help ensure that each
learning preference is satisfied, at least some of the time[7

The Myers-Briggs Type Indicator is based on the psycholbgpties of Carl Jung.
Students are classified as either extroverts or introvBgyond this category, students can be
either sensors, who are more practical, or intuitors, wheoraore imaginative. Students can

have analytical tendencies, and base their decisions ar leghave feeling tendencies, and



base their decisions on the human factor. Finally, studesnisbe judgers, who seek to com-
plete tasks and draw conclusions, or perceivers, who attémnpbtain as much information

as possible, even if that means forgoing conclusions. 8tadare classified as having one
dominant trait in each of the four categories, and the coatlin of these four characteristic
makes up their Myers-Briggs Type. There are 16 possiblestypg].

The Kolb Learning Style Model classifies students on two sgpaaxes: how they
take in information, and how they internalize that inforioat[12]. One axis spans concrete
experience to abstract conceptualization. The other gdasactive experimentation to re-
flective observation. These axes leave us with four quasirantategories: concrete/reflexive,
abstract/reflexive, concrete/active, reflexive/activacltof these four types is associated with
a characteristic question that explains what motivatedestts who fit that description. The
concrete/reflexive students will focus on the “why.” Abstfeeflexive students are motivated
by the question “what.” Students who are classified as ctefaretive students will be mo-
tivated by the question “what if.” Finally, abstract/aetigtudents will focus on the “how.”
Students can fall anywhere on the plane of these two axeshwiill be in one of the four
categories [12].

The Herrmann Brain Dominance Instrument classifies stgdeased on the func-
tions of the physical brain. Students are considered eldffigorain or right brain, and cerebral
or limbic. A left brain/cerebral student will be logical afattual. A left brain/limbic student
will be structured and detailed. A right brain/cerebraldgnt is more visual and innovative.

Finally, a right brain/limbic student is emotional and syotib [10].



2.2.2 Felder-Silverman Learning Style M odel

We chose to use the Felder-Silverman Learning Style Modélis Thodel classi-
fies students along four axes: sensing/intuitive, viseabal, active/reflexive, and sequen-
tial/global. Students will fall somewhere on the scale lesw the two extremes in each of
these four categories|7].

Sensing learners are “concrete, practical and orientedrgbfacts and procedures,”
while intuitive learners are more “conceptual, innovatieead oriented toward theories and
meanings[7].” No matter what the context, the surroundingirenment presents us with
more information that can possibly be processed. Peoplé smmehow sift through this
information and retain what they find useful. Sensing irdligils are more likely to retain
information that is obtained through their senses, whilgiiive individuals are more likely to
retain the information obtained through their own “memasfjection, and imagination[6].”
Sensors are practical and prefer facts and observationgitdrs are more imaginative and
prefer concepts and interpretations[6].

Visual learners prefer “visual representations of presgmhaterial, including pic-
tures, diagrams, and flow charts,” while verbal learnerégprevritten and spoken explanations[7].”
Visual learners virtually require some sort of schematidemonstration to retain information.
In contrast, verbal learners will learn from spoken or veritivords and formulas[6].

Active learners learn “by trying things out, and working kvithers” while reflective
learners learn “by thinking things through and working &f#].” An active learner will prefer

to exchange ideas with a group and try those ideas out. A tiefidearner will prefer to think

10



a solution through thoroughly rather than first trying it [@}it

Students with a preference for sequential learning ledredrly, orderly, in small
incremental steps,” while those with a preference for glddarning learn more “holistically,
as system thinkers, learning in large leaps[7].” SequEle#ners can often provide a detailed
step-by-step explanation of a solution, but fail to see whbat solution fits into the larger,
broader context of the subject. A global learner will oftenumable to provide the incremental
steps until he or she has a strong understanding of the bigrej6].

We chose the Felder-Silverman model because it was the roosssible and prac-
tical. The Felder-Silverman model is presented as an @)-kasy to use quiz of multiple
choice questions, the Index of Learning Styles (ILS), whigs developed by Felder and
Soloman[23]. Itis easily scored. The results are instadaa and are accompanied with links
to a website for additional information on the student’s dttant preferences[8]. The Felder-
Silverman model records both student preferences and itbiegsih of those preferences [5].
Because we were only trying to draw correlations from ouad#twas not necessary to use a
validated model of learning preferences[21]. In additionttis, it has been found by several
other studies, most notably the one at The University of ¥esOntario, discussed below,
that engineering students have strong preferences forategaries in this model. Therefore

we were confident we would be able to draw correlations fromesperiment [20].

2.2.3 Learning Preferencesin Engineering Education

Much work has been done to asses the typical learning stylesgineering stu-

dents and teaching styles in those same disciplines. Feégefound that instruction in en-
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gineering courses is biased toward learners with intyitiverbal, reflective and sequential
preferences, as is discussed below[7]. Despite this, rmgsheering students do not fit these
categories. According to a study at San Jose State Uniyedd®o of students in engineer-
ing show strong sensing preference, and 60% of studentsstrare preferences for learning
by visual methods[3]. In general, most engineering stuglent active, sensing, visual and
sequential in their learning preferences[20]. Anothedgtat the University of Western On-
tario supports this idea. This study found that 69% of ermying students surveyed had
active preferences, 59% had sensing preferences, 80% biaal yireferences, and 67% had
sequential preferences. This data was collected from od@reBigineering students at that
institution[21][20]. Being constantly taught in a mannieattis not conducive to your learning
preference can hinder your ability to retain informatior @ulvance in the engineering field.
A majority of the material in any engineering class involtlesories, concepts, and
symbols. Drawings are sometimes used, but they are oftezdbas “abstract” parameters.
Intuitive learners deal well with these forms of presemiatibut sensing learners can have a
difficult time translating these abstract forms into “cagter mental images[6]”. Engineering
courses are taught with words and formulas. Traditionatiurses have been taught with
blackboard lectures to scale the lessons to large numbstsagnts. This form of presentation
is almost exclusively verbal, consisting of written worgppken words and formulas, and will
not reach visual learners. In this lecture environmentheeiactive nor reflective learners will
thrive. Active learners do not get the chance to try out amycepts they learn, and reflective
learners do not get time to mentally process these conédpGlobal learners often need time
to contemplate the big picture before understanding thdlendetails. In most engineering

12



courses, however, instructors do not have time to wait fobgl learners to catch up[6].

It is clear that with traditional lectures alone, instrustin any discipline will not
reach students with varied learning styles. In engineefirogvever, the traditional methods
may miss angjority of students, not just a small portion of them. Clearly, thereneed for in-
formation to be presented in other forms. These other methbgdresentation can supplement
traditional classroom lectures so that students can seelt fmrm that is most appropriately

tailored to their own learning preference.

2.3 Tailoring Web Content

There has been much effort devoted to evaluating algorithhish attempt to pre-
dict a website user’s future preferences based on pastrenefes or characteristics. A list of
some currently available information filtering systems tanfound at [17] and [24]. Some
algorithms use explicit voting to determine the user’s @refices while other algorithms use
implicit usage patterns [4]. One of the goals of our experitrie to obtain a base data set
which can provide initial preferences. In future projectss initial data set could be used as

the basis to form an algorithm to help predict new data seta/éisite users.
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Chapter 3

Properties of Materials

Electrical Engineering 145 at the University of CaliforrdaSanta Cruz and Materials Engi-
neering 153 at San Jose University are two courses in Prepert Materials. These courses
use the same textbook[11] and deal with the “fundamentaitridal, optical, and magnetic
properties of materials, with emphasis on semiconductdremical bonds, crystal structures,

energy bands, electrical and thermal conduction, optiecdlmagnetic properties[22].”

3.1 CourseOverview

Properties of Materials courses contain content that cadiffieult for students to
visualize. Many engineering students could benefit from eenmderactive and visual presen-
tation of information as opposed to just lectures and teotlreadings. It is important to note
that the applets we developed are intended to be used as lersgmp to classroom lectures

and traditional labs.
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The courses at both universities involve lectures in agdidito laboratory exercises.
There is assigned reading, homework, quizzes and midtekmemphasis is put on problem

solving both in the lecture as well as in labs[22][2].

3.2 Metals

Electron movement in metals is a key concept that descrilmsymhysical prop-
erties such as electrical and thermal conduction. Bothsidakand quantum mechanics play
an important role in understanding electron motion in nget#dl not acted on by an external
force, electrons in a metal will have random motion at anytdimémperature. If an electric
field is applied, electrons will be accelerated in the dimtbpposite to the field. Along with
electrons, there are atoms, which form a lattice-like $tmecin the metal. If the temperature
of a metal is increased, vibration of the atoms increasesctiins may collide with the vi-
brating atoms, obstructing the motion of the electrons. hit temperature of absolute zero,
where these is no atom vibration, electrons can flow withesistance inside a perfect metal.
Impurities and imperfections in the metal can further imseethe resistivity of the metal.

It is important for students to grasp the concept of eleatrdonduction intuitively
to understand more complicated concepts such as thernmekffects. The key conduction
concepts are drift, diffusion, resistivity, conductivignd electron mobility.

Drift refers to when electrons are drawn in the direction mfatside applied force,
for instance an electric field. Even without an outside foelectrons can have a net current

due to their random motion and concentration variationsis Eoncept is called diffusion,
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which tends to make electron concentration more unifornmyavieere.

Related to electron drift and diffusion is the differencévien the average and net
number of electrons crossing an arbitrary plane in the ri@te3uppose we draw an arbitrary
plane through the metal. The average number of electrorssio this plane is the average
of the number of electrons crossing from left to right plue tlumber of electrons crossing
from right to left. The net number of electrons crossing anplé the absolute value of the
difference between these two values.

Resistivity is related to electron motion. When increasihg temperature of the
metal, we increase the amplitude of atomic vibrations, atedtabove. Because electrons
can't move as freely when they collide with vibrating atorttse resistivity of the metal is
increased.

Conductivity is the inverse of resistivity. The more reisista metal is, the less
conductive itis. From this fact, when we increase the teatpee of a metal, we decrease the
metal’'s conductivity.

A final concept addressed by the applets is electron mabilEjectron mobility

determines how much electrons will move on the average inengglectric field.

3.3 Semiconductors

Students are expected to understand the same basic contepts, diffusion, re-
sistivity, conductivity, and electron mobility as they &pfo semiconductors. Semiconductors

are separated into two categories: intrinsic and extrinsic

16



3.3.1 Intrinsic Semiconductors

An intrinsic semiconductor is a “pure” semiconductor with impurities. Like a
metal, an intrinsic semiconductor has a crystal-like ¢attructure made up of atoms. At high
temperatures, each atom can be ionized and give up freeaglectn an intrinsic semiconduc-
tor, the electrons from these ions are the only carriersritmriing to the electrical conduction
of the semiconductor.

In an intrinsic semiconductor, the number of electrons gmess related to the tem-
perature of the material. At absolute zero, the crysta-ldttice structure is made up of atoms
with no free electrons. As the temperature rises, the atoeasrhe ionized. When this oc-
curs, an electron is released from the ion. Thus, as the tetyse rises, the number of free
electrons in the semiconductor increases. This is the mi#igrehce from metals, where the
number of electrons does not change with temperature. Lét@ls) the vibration of the atoms,
and ions, also increases with temperature, and this caet affectron motion. The effects of an
applied electric field are also similar to a metal: electraresdrawn in the opposite direction

of the applied field.

3.3.2 Extrinsic Semiconductors

An extrinsic semiconductor is also called a “dopant” seméctor and contains
impurities, “dopants.” Like the intrinsic semiconductthere are electrons that can be freed
from ions at high temperatures and contribute to the etadtdonduction. In addition, how-
ever, there are impurities (dopants) that also give off &leetrons at lower temperatures.

The effects of temperature are different for extrinsic smductors. There are three

17
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Figure 3.1: Temperature Dependence of Electron Concentration faiirisi¢ Semiconductors [11]

ranges of temperature: the saturation regime, the extriegime and the intrinsic regime. The
saturation regime is at low temperatures. In this rangeotiheelectrons in the semiconductor
are those given off by the impurities, or dopant ions. At dlteozero temperature these elec-
trons are not free, however, and remain in orbit around theeddons. Within this range, these
electrons are released from the dopant ions and then cotarib the electrical conduction. In

the extrinsic regime, at medium temperatures, the only déteetrons are still those released
from dopant ions. In the highest temperature range, thasgitr regime, the other atoms in

the material can become ionized and release their own efextiThis distribution can be seen

in Figure 3.1. As in metals and intrinsic semiconductorration of atoms increases with
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temperature. Also, with the addition of an electric fielceattons are drawn in the direction

opposite to the field.
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Chapter 4

Educational M aterials

We have created applets to illustrate the principles desdrin Chapter 3. Here, we describe
each of the applets. We discuss features of each applet hasabe concepts that should be
learned from the applets.

The simulations are all hands-on, interactive applets. idiba is to allow students
to understand concepts by manipulating an animated repedgmn of the physical properties.
The tutorial is hands-off, in the form of a slide show preaéinh. Each of the following
applets can be viewed at the Collage (COLLaborative Apgraadsiobal Education) Project

website: http://www.collage.soe.ucsc.edu/ [13].
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“alence One |«

Temperature

| Click here to begin the electron counter |

| Click here to select an electron to trace |

| Click here to add an electric field |

Figure4.1: Electrons in Metal Simulation: no parameters selected

4.1 Electronsin Metal Smulation

411 Features

The “Electrons in Metal” Simulation was the first educatibajpplet we developed.
The idea was to illustrate electron motion by displayingcetns as red bouncing balls that
move with random motion, bouncing off each other and ionzeasented as larger white balls.
The screen is divided in two different sections: a blackaegte that represents the metal
and the rest of the screen, which contains the buttons addrslfor changing parameters.

Figure 4.1 shows the simulation with no parameters selected
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Valence One =

Temperature

Total number of electrons crossing to the left: 9
5 have crossed in the |ast 30 secohds
Total number of electrons crossina to the riaht: 10
7 have crossed in the last 30 seconts

| Click here to reset the counters |

| Click here to select an electron to trace |

| Click here to add an electric field |

Figure 4.2: Electrons in Metal Simulation: counters enabled

The simulation also displays the current number of elestramd their average ve-
locity. The first feature of the simulation is the counterbjat are enabled in Figure 4.2. The
counters keep a running tab of the number of electrons tha¢ bessed an arbitrary plane
from left to right and from right to left. The counters alsoekea rolling count of the number
of electrons crossing the plane in the last thirty secontig. cbunters should help the students
become more familiar with the concept of electron drift afféldion. Students should notice
that with no outside forces, there are an approximately lequmber of electrons crossing in
each direction. The counters can be reset to zero at any time.

Electrons can be traced to keep track of their path, as showsigure 4.3. The
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Yalence One d

Temperature

| Click here to begin the electron counter |

| Click here to select an electron to trace |

| Click here to add an electric field |

Figure 4.3: Electrons in Metal Simulation: electron trace enabled

simulation is temporarily stopped and students can selbitvelectron to trace. This electron
then leaves a pink path. Student should notice the randonement of electrons when there
are no outside forces acting on the metal.

Students should use the average velocity, number of etetelectron trace, and
electron counters to monitor changes in electron motion.eMAmarious parameters are ad-
justed, such as temperature or an electric field, studemslédtobserve how these changes
affect the average electron speed, the number of electrssing an arbitrary plane, a ran-
dom electron’s path, and the total number of electrons. Tieetewill be different depending

on whether the student is viewing the Electrons in Metal $atmn, the Electrons in Intrin-
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Valence One =

Temperature

Field Strength

[ ) 1

| Click here to begin the electron counter |

| Click here to select an electron to trace |

| Click here to remove the electric field |

Figure4.4: Electrons in Metal Simulation: electric field enabled

sic Semiconductor Simulation, or the Electrons in ExtenSemiconductor Simulation. The
velocity, trace, and electron counters are the “benchmarkswhich students can gage the
effects of the parameter changes.
The next feature of the simulation is the ability to add arcteie field (Figure 4.4).

When students add a field, electrons are drawn opposite thetidn of the field, which is
indicated by the red arrows. When there is an electric fieldedd students should notice
electrons seem “pulled” in the direction of the field. Thepusld also notice that the counters
now reflect more electrons crossing toward the field thanérofposite direction. Finally, the

students should note that electrons traced now have a ovevit their motion caused by the
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Valence One =

Temperature

Field Strength

Total number of electrons crossing to the left: 9
8 have crossed in the |ast 30 seconds
Total humber of electrons crossing to the riaht: 35
27 have crossed in the last 30 seconts

| Click here to reset the counters |

| Click here to select an electron to trace |

| Click here to remove the electric field |

Figure4.5: Electrons in Metal Simulation: electric field, electroade, and counters enabled

electric field, as seen in Figure 4.5.

The temperature of the metal can be changed in the simulatiith increases
in temperature, the vibration of atoms increases. This pseented by the circle around
the atoms getting larger at high temperatures, and smalllematemperatures (Figure 4.6,
Figure 4.7).  Although the atoms do not actually change $imy, take up more room with
their vibration. Students should notice the change in tha ancompassed by the atoms. Also,
students should notice that fewer electrons can cross titaay plane. This illustrates the

concept of resistivity.
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“alence One |«

Temperature

[ s 1

Field Strength

| Click here to begin the electron counter |

| Click here to select an electron to trace |

| Click here to add an electric field |

Figure4.6: Electrons in Metal Simulation: low temperature

Interstitial impurities can be added to the metal. Thesenatedopant atoms like
those in an extrinsic semiconductor, but foreign objectdafects in the metal, as shown in
Figure 4.8. These impurities are not affected by changeséretectric field or temperature.
Students can drag the impurities around the metal to see lm@wlacement of the impurities
changes the electron motion.

Finally, students can change the valence of the metal. Bygihg the valence, the
number of electrons changes. Figure 4.9 and Figure 4.1€rdite that with different valences,

atoms release a different number of free electrons.
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Yalence One -

Temperature

Field Strength

| Click here to begin the electron counter |

| Click here to select an electron to trace |

| Click here to add an electric field |

Figure4.7: Electrons in Metal Simulation: high temperature

4.1.2 Concepts

The Electrons in Metal Simulation is designed to clarify jmaancepts for students.
One such concept is electrical conductivity. By adding &cteic field, conductivity or resis-
tivity of a metal is not changed. However, when the tempeeaisi increased, the increased
vibration of atoms causes a decrease in the average numbkrotfons that can pass by any
arbitrary plane. Thus there is a decrease in conductivitgndncrease in resistivity. Also, the
presence of impurities will decrease the metal’s condiigtlwy obstructing electron motion.

Another concept the simulation is designed to address ioftthe mean-free path.
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Yalence One ¥

Temperature

Field Strength

| Click here to begin the electron counter |

| Click here to select an electron to trace |

| Click here to add an electric field |

Figure4.8: Electrons in Metal Simulation: impurities added

The mean-free path is the average distance electrons trat@ken collisions. Students can
visually observe how often an electron collides with anotiectron or an atom.

Students should understand the effects of adding an outsicks such as an electric
field. The average random speed of electrons does not chémgdas(given by the Fermi
velocity of a metal). The electrons are, however, accederat the direction of the field.

Finally, students should note that the number of electroresmetal is not affected
by changes in electric field or temperature. The only paramttiat affects the number of
electrons in a metal is the valence of that metal. This is pgnty of the material. Depending

on the valence, the atoms in the metal will release a diftanamber of free electrons.
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Temperature

Field Strength

| Click here to begin the electron counter |

| Click here to select an electron to trace |

| Click here to add an electric field |

Figure4.9: Electrons in Metal Simulation: valence two
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Temperature

Field Strength

| Click here to begin the electron counter |

| Click here to select an electron to trace |

| Click here to add an electric field |

Figure4.10: Electrons in Metal Simulation: valence three
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Temperature

| Click here to begin the electron counter |

| Click here to select an electron to trace |

| Click here to add an electric field |

Figure4.11: Electrons in Intrinsic Semiconductor Simulation: no paeders selected

4.2 Electronsin Intrinsic Semiconductor Simulation

421 Features

The Electrons in Intrinsic Semiconductor Simulation (Feyd.11) has many of the
same features as the Electrons in Metal Simulation.  Stsdeart monitor the number of
electrons and their average speed. The students can seiuhiicto keep track of the num-
ber of electrons crossing an arbitrary plane in the semigotwd, as shown in Figure 4.12.
Figure 4.13 shows the addition of an electric field. Studewats also intensify the field.
Students can momentarily stop the simulation to selectectreh and trace its path, as shown
in Figure 4.14. Figure 4.15 shows added impurities. Stigleah move these impurities
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Temperature

Total number of electrons crossind to the left: 8
T have crossed in the last 30 seconds

Total number of electrons crossing to the riaht: 5
5 have crossed ih the last 30 seconts

| Click here to reset the counters |

| Click here to select an electron to trace |

| Click here to add an electric field |

Figure 4.12: Electrons in Intrinsic Semiconductor Simulation: coustenabled

around the semiconductor.

The main difference between metals and intrinsic semicciads is in the effects
of temperature. At low temperatures, there are fewer i@he@®ms and fewer free electrons,
as shown in Figure 4.16. As temperature increases, moresateagome ionized, thus free-
ing electrons. The number of free electrons increases witiperature. As in a metal, the
vibration of the atoms also increases, as can be seen iné=gli¥. A student can note the
difference between an atom and an ionized atom by the letséda: “A’ or “I+,” which rep-
resents atoms that have been ionized, and thus releasezieldotron. Therefore, the number

of atoms labeled “I+” should match the number of free elattrat any time.
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Temperature

Field Strength

| Click here to begin the electron counter |

| Click here to select an electron to trace |

| Click here to remove the electric field |

Figure 4.13: Electrons in Intrinsic Semiconductor Simulation: fielcabred

4.2.2 Concepts

The most important concept for students to learn from thetEdas in Intrinsic
Semiconductor Simulation is that as temperature increabesnumber of free electrons in-
creases, as does their average random speed. This is tifecaigrdifference between metals
and semiconductors. This is due to the quantum-mecharffeat eepresented by the Fermi-
Dirac distribution function for metals. In the case of in8ic semiconductors, the average
random velocity of electrons similar to the thermal velgait classical gases and it scales

with the square root of the temperature.
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Temperature

| Click here to begin the electron counter |

| Click here to select an electron to trace |

| Click here to add an electric field |

Figure 4.14: Electrons in Intrinsic Semiconductor Simulation: electtrace enabled
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Temperature

| Click here to begin the electron counter |

| Click here to select an electron to trace |

| Click here to add an electric field |

Figure4.15: Electrons in Intrinsic Semiconductor Simulation: impie$ added
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